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ABSTRACT

We have analyzed �24 deg2 of RC-band imaging data from the Red-Sequence Cluster Survey (RCS) and
measured the excess correlations between galaxy ellipticities on scales ranging from 10 to 300. We have used
data from two different telescopes: �16.4 deg2 of Canada-France-Hawaii Telescope data and �7.6 deg2 of
Cerro Tololo Inter-American Observatory 4 m data, distributed over 13 widely separated patches. For the
first time, a direct comparison can be made of the lensing signal measured using different instruments, which
provides an important test of the weak-lensing analysis itself. The measurements obtained from the two tele-
scopes agree well. For the lensing analysis, we use galaxies down to a limiting magnitude of RC ¼ 24, for
which the redshift distribution is known relatively well. This allows us to constrain some cosmological
parameters. For the currently favored �CDM model (�m ¼ 0:3, �� ¼ 0:7, � ¼ 0:21), we obtain
�8 ¼ 0:81þ0:14

�0:19 (95% confidence), in agreement with the 2001 results from VanWaerbeke and coworkers, who
used fainter galaxies (and consequently higher redshift galaxies). The good agreement between these two very
different weak-lensing studies demonstrates that weak lensing is a useful tool in observational cosmology.

Subject headings: cosmology: observations — dark matter — gravitational lensing

1. INTRODUCTION

Weak gravitational lensing has proven to be a powerful
tool for studies of the mass distribution in rich clusters of
galaxies (for a review, see Mellier 1999). Since the pioneer-
ing work by Tyson, Wenk, & Valdes (1990), much progress
has been made, and in the present day, the weak-lensing sig-
nals induced by clusters of galaxies at intermediate redshifts
can be measured without much difficulty.

The development of advanced techniques to correct for
the various observational distortions, such as the anisotropy
of the point-spread function (PSF), the circularization by
the PSF, and the camera-induced distortion, has been a cru-
cial step, resulting in well-calibrated signals (e.g., Kaiser,
Squires, & Broadhurst 1995; Luppino &Kaiser 1997; Hoek-
stra et al. 1998; Kuijken 1999; Refregier 2001). Another
important development in recent years is the advent of
mosaic CCD cameras, which enable us to quickly image
large portions of the sky.

These advances have made it possible to pursue one of
the most difficult measurements in the field of weak lensing:
the measurement of the coherent distortions of the images
of faint galaxies caused by lensing by intervening large-scale
structure, the so-called cosmic shear. The analysis of this

lensing signal provides an important direct measurement of
the statistical properties of the large-scale mass distribution
(e.g., Blandford et al. 1991; Kaiser 1992; Bernardeau, Van
Waerbeke, &Mellier 1997; Schneider et al. 1998).

Compared to many other methods that are used to con-
strain cosmological parameters, weak lensing has the
advantage that no assumptions about the light distribution
are required. However, weak lensing in itself cannot con-
strain all the parameters, because of degeneracies between
them. Better constraints can be obtained by comparing
weak-lensing studies that probe different redshifts (e.g., Hu
1999) or by combining these data with measurements of the
fluctuations of the cosmic microwave background (e.g., Hu
& Tegmark 1999).

By now, several groups have reported the detection of an
excess correlation between galaxy ellipticities and have
argued that this signal is caused by lensing by large-scale
structure (e.g., Bacon, Refregier, & Ellis 2000; Kaiser, Wil-
son, & Luppino 2000; VanWaerbeke et al. 2000, 2001;Witt-
man et al. 2000; Maoli et al. 2001). Maoli et al. (2001)
combined their own results with published measurements in
an attempt to obtain constraints on �8, the normalization of
the power spectrum, and �m, the matter density of the uni-
verse. They found good agreement with studies of cluster
abundances. However, the data set studied by Maoli et al.
(2001) is very inhomogeneous, which limits the accuracy of
such a direct comparison.

After these initial detections, which demonstrated the fea-
sibility of the method, the obvious next step is to obtain
large uniform data sets. The first results from such a survey
were presented by Van Waerbeke et al. (2001), who mea-
sured a highly significant lensing signal from 6.5 deg2 of
deep imaging data.

In this paper we present the results from our analysis of
�24 deg2 of RC-band data from the Red-Sequence Cluster
Survey (RCS) (e.g., Gladders & Yee 2000), which is a 100
deg2 galaxy cluster survey designed to provide a large sam-
ple of optically selected clusters of galaxies with redshifts
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0:1 < z < 1:4. The data are also useful for a range of lensing
studies. For example, Gladders, Yee, & Ellingson (2002)
presented the first results for one of the strong lensing clus-
ters discovered in the survey, for which follow-up observa-
tions are underway.

The weak-lensing applications are numerous. The survey
imaging data are relatively shallow compared to what is
common in weak-lensing studies, and as a result, the statisti-
cal uncertainty in the measurements of individual structures
(such as clusters of galaxies) is large. However, thanks to the
large survey area, many such structures can be detected, and
by stacking the signals, one can study their ensemble-
averaged mass distribution (e.g., Hoekstra et al. 2001b). In
addition, follow-up observations will provide detailed infor-
mation on individual systems.

In this paper we concentrate on the measurement of the
weak-lensing signal induced by large-scale structure (cosmic
shear). A study of galaxy biasing, based on some of these
data, is presented in Hoekstra, Yee, & Gladders (2001a),
and a study of the properties of galaxy halos is currently
underway.

Compared to other cosmic shear studies, the RCS data
are shallow, and consequently the signal at a given scale is
much lower, as is the signal-to-noise ratio. However, meas-
uring the weak-lensing signal from a shallow survey also has
several advantages. Down to a limiting magnitude of
RC � 24, star-galaxy separation works well. In deeper sur-
veys, many sources have sizes comparable to the size of the
PSF, and applying size cuts may change the redshift distri-
bution of the sources in a systematic way. In addition, down
to RC � 24, the redshift distribution of the sources is fairly
well determined. In order to relate the observed cosmic-
shear signal to cosmological parameters, a good under-
standing of the source redshift distribution is crucial.

One worry is the effect of intrinsic alignments of the
source galaxies, which introduces an additional signal (e.g.,
Heavens, Refregier, & Heymans 2000; Catelan, Kamion-
kowski, & Blandford 2001; Crittenden et al. 2001; Mackey,
White, & Kamionkowski 2002). The amplitude of the effect
is not well determined, but it is clear that it becomes more
important for shallower surveys. However, the predictions
indicate that for a median redshift of z ¼ 0:5 (which is simi-
lar to our sample of source galaxies), the signal caused by
intrinsic alignments is still small compared to the lensing sig-
nal (e.g., Mackey et al. 2002), and we ignore the effect in this
paper.

In x 2 we describe the RCS, from which we have used the
RC-band data for the analysis presented here. Section 3
deals with the analysis of the data, as well as the corrections
for systematic distortions, such as PSF anisotropy and the
distortion by the camera. In x 4 we discuss the expected sig-
nal from weak lensing by large-scale structure. The results
of the analysis are presented in x 5.

2. DATA

2.1. The Red-Sequence Cluster Survey

The RCS7 is a galaxy cluster survey designed to provide a
large sample of optically selected clusters of galaxies with
redshifts 0:1 < z < 1:4. The planned survey covers 100 deg2

in both RC and z0, and consists of 22 widely separated
patches of �2=1� 2=3. The northern half of the survey is
observed using the CFH 12k camera on the Canada-
France-Hawaii Telescope (CFHT), and the data from the
southern half are obtained using the Mosaic II camera on
the Cerro Tololo Inter-American Observatory (CTIO) 4 m
telescope. The patches are imaged down to a 5 � point
source depth of 25.2 mag in the RC band, and 23.6 mag in
the z0 filter.

For the weak-lensing analysis, we use only the RC-band
data, as these provide a sufficiently high number density of
sources to warrant an accurate measurement of the lensing
signal. We present the results based on�16.4 deg2 of CFHT
data and �7.6 deg2 of CTIO data. In this paper we use a
subset of the RCS, and the data for each patch are not con-
tiguous. Thus, the largest scale we consider here is that of
one pointing of the CFH 12k orMosaic II camera.

We have used data from all 10 patches that have been
observed using the CFHT, resulting in a total of 53 point-
ings. The integration times are 900 s per pointing. In addi-
tion, we have used three patches (resulting in an additional
23 pointings) from the first CTIO run, which have integra-
tion times of 1200 s. Some details about the observations
are listed in Table 1.

2.2. Data Reduction

Given the large amount of data collected in the survey,
special attention was paid during the survey design on how
to handle the data flow. To simplify the construction of the
science images, the data were acquired without dithering.
Although the gaps between the chips, cosmetic defects, and
cosmic rays result in a minor loss in area, the advantage in
handling the data flow is tremendous. The loss of area does
not affect the result of the weak-lensing analysis, and cosmic
rays are easily removed from the galaxy catalogs.

The individual chips from the mosaic imagers are
debiased and flat-fielded using standard techniques. The
images are used for the object analysis, which is described
below. A detailed discussion of the reduction pipeline is pre-
sented inM. D. Gladders &H. K. C. Yee (in preparation).

3. OBJECT ANALYSIS

Our weak lensing analysis technique is based on that
developed by Kaiser et al. (1995) and Luppino & Kaiser
(1997), with a number of modifications that are described
in Hoekstra et al. (1998) and Hoekstra, Franx, & Kuijken
(2000).

This correction scheme assumes that one can model the
PSF as an isotropic function, convolved with a compact ani-
sotropic kernel. The method does not make any assump-
tions about the profile of the PSF or the galaxy, as these
parameters are measured from the actual data.

In real data, the PSF is likely to be more complex, and the
assumption stated above is not valid. However, as shown by
Hoekstra et al. (1998), matching the measurement of the
PSF parameters to the size of the galaxy results in accurate
corrections for PSFs with varying ellipticity as a function of
radius (as is the case for theWFPC2 PSF).

In addition, the accuracy of this method has been studied
in great detail (e.g., Erben et al. 2001; Bacon et al. 2001),
and the results demonstrate that it works well down to the
required accuracy for current data sets. Hence, the correc-7 See http://www.astro.utoronto.ca/~gladders/RCS.
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tion scheme is accurate even if the PSF does not satisfy the
assumption made in the derivation. However, this can be
understood easily, because any residuals induced by higher
order moments of the PSF are suppressed as one averages
the shapes of galaxies that have random orientations with
respect to the PSF.

We analyzed the chips of each pointing separately. After
the catalogs were corrected for the various observational
effects, they were combined into a master catalog that cov-
ered the observed field (for each pointing).

The first step in the analysis was to detect the faint galaxy
images, for which we used the hierarchical peak-finding
algorithm fromKaiser et al. (1995). We selected objects that
were detected with a significance greater than 5 � over the
local sky.

We used single exposures for our analysis, and conse-
quently cosmic rays were not initially removed. However,
cosmic rays were readily eliminated from the photometric
catalogs: small but very significant objects are likely to be
cosmic rays or artifacts from the CCD. The peak finder

TABLE 1

Information for the Pointings Used in This Analysis

Patch Pointing

Seeing

(arcsec) Run Patch Pointing

Seeing

(arcsec) Run

CFHT

0223 ........ A2 0.72 2 1417 ...... B2 0.61 1a

A3 0.92 2 B3 0.61 1a

A4 0.77 2 B4 0.52 1a

A5 0.67 2 B5 0.59 1a

B2 0.78 2 1447 ...... A2 0.79 3

B3 0.79 2 A3 0.74 3

B4 0.64 2 B1 0.63 3

B5 0.64 2 B2 0.66 2

0349 ........ A1 0.69 2 B4 0.73 3

A2 0.79 2 1614 ...... A1 0.59 1a

A3 0.87 2 A5 0.50 1a

C1 0.63 2 B1 0.56 1a

C2 0.59 2 B2 0.56 1a

0920 ........ A2 0.73 2 B3 0.57 1a

B1 0.70 2 2148 ...... B2 0.63 1b

B2 0.75 2 B3 0.65 1b

C2 0.60 1a B4 0.69 1b

C3 0.69 1a C1 0.89 1b

1120 ........ A3 0.80 2 C2 0.82 1b

A4 0.82 2 2316 ...... A1 0.69 3

B2 0.76 2 A2 0.66 3

B3 0.67 2 A3 0.66 3

B4 0.69 2 B3 0.72 3

1326 ........ A3 0.74 2 B5 0.74 3

A5 0.79 2

C1 0.58 1a

C2 0.55 1a

C3 0.58 1a

CTIO

0333 ........ A3 0.97 1 1102 ...... A1 0.68 1

A4 0.98 1 A2 0.75 1

B3 0.88 1 A3 0.76 1

B4 0.82 1 A4 0.82 1

C3 1.03 1 B3 0.81 1

C4 1.12 1 B4 0.77 1

0438 ........ A1 0.80 1 C2 0.81 1

A2 0.84 1 C3 0.86 1

A3 0.87 1 C4 0.79 1

A4 0.94 1

B3 0.89 1

B4 0.89 1

C3 0.94 1

C4 0.93 1

Note.—With the CFHT, 10 widely separated patches were observed. Typically, five pointings per
patch were used, except for the 1417 (four pointings) and 0223 (eight pointings) patches. With the
CTIO, we used all the data obtained during run 1, and as a result, the number of pointings per patch
varies. The seeing was determined for both telescopes using the sizes of stars on chip 3.
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gives fair estimates of the object size, and we removed all
objects smaller than the size of the PSF.

The objects in this cleaned catalog were then analyzed,
which yielded estimates for the size, apparent magnitude,
and shape parameters (polarization and polarizabilities).
The objects in this catalog were inspected by eye in order
to remove spurious detections. These objects had to be
removed because their shape measurements were affected
by cosmetic defects (such as dead columns, bleeding stars,
halos, and diffraction spikes) or because the objects were
likely to be part of a resolved galaxy (e.g., H ii regions).
The visual inspection is important, as it is not possible to
remove all spurious detections in a fully automatic proc-
ess. Their removal is crucial for an accurate measurement
of cosmic shear, because they increase the measure-
ment of the variance and introduce artificial ellipticity
correlations.

3.1. Correction for the PSF

To measure the small, lensing-induced distortions in the
images of the faint galaxies, it is important to accurately
correct the shapes for observational effects, such as PSF ani-
sotropy and seeing; PSF anisotropy can mimic a cosmic-
shear signal, and a correction for the seeing is required to
relate the measured shapes to the real lensing signal.

To do so, we follow the procedure outlined in Hoekstra et
al. (1998). We select a sample of moderately bright stars
from our observations and use these to characterize the PSF
anisotropy and seeing. Figure 1a shows a plot of the appa-
rent RC-band magnitudes of the detected objects versus

their measured half-light radii for one of the chips of the A2
pointing of the 0223 patch (seeing �0>77). We have also
indicated the region from which we have taken the stars
used for the analysis of the PSF.

We fit a second-order polynomial to the shape parameters
of the selected stars for each chip. This procedure is repeated
for various dispersions of the weight function (for details,
see Hoekstra et al. 1998). In Figure 2 (left) we present the
resulting model PSF anisotropy for the A2 pointing of the
0223 patch. To show in more detail the higher order spatial
dependence of the anisotropy, we have subtracted the aver-
age ellipticity. Although the fits were obtained from the
individual chips, the mosaic image in Figure 2 shows con-
tinuity between the chips.

The results for one of the CTIO pointings is presented in
Figure 2 (right). Comparison of the patterns presented in
Figure 2 with other pointings shows that the pattern is fairly
stable, although the amplitude varies because of focus varia-
tions. In general, the PSF anisotropy is small, a point that
we address in more detail below, when we examine the resid-
uals left after correction of the shapes of the galaxies used in
the weak-lensing analysis.

3.2. Telescope Distortion

The effect of the PSF is not the only observational distor-
tion that has to be corrected. The optics of the camera
stretch the images of galaxies (i.e., they introduce a shear)
because of the nonlinear remapping of the sky onto the
CCD. We have used observations of astrometric fields to
find the mapping between the sky and the CCD pixel coor-
dinate system and have derived the corresponding camera
shear.

The camera shear for the CFH 12k camera for run 2 is
presented in Figure 3. The shear introduced by the camera is
small, reaching a maximum value of�1% at the edges of the
field of view.

Other weak-lensing studies, which use dithered obser-
vations, need to remap the images before combining the
data, thus removing the camera distortion. We have ana-
lyzed single exposures and measured the shapes of the
galaxies on the reduced images that have not been
remapped to remove the camera distortion. As discussed
in Hoekstra et al. (1998), the images of both the stars
and galaxies are sheared by the camera. The measured
shape of the PSF (as shown in Fig. 2) is then the combi-
nation of PSF anisotropy and camera shear, and there-
fore the real PSF anisotropy is somewhat smaller than
the measured value. The change in the ellipticity of an
object caused by the camera shear depends on its shape
(and hence the correction), whereas the PSF anisotropy
correction depends mainly on the size of the object. As a
result, the correction for PSF anisotropy leaves a residual
ellipticity, because the correction is too large for larger
galaxies. However, Hoekstra et al. (1998) demonstrated
that the correction for the residual camera shear is
straightforward: one just needs to subtract the camera
shear from the measured shear, which is what we have
done.

The camera shear is more or less radial with respect to the
center of the camera (although the camera shear of the
CTIO Mosaic II camera shows a significant nonradial com-
ponent), which results in a negative tangential shear. It is
therefore useful to examine the average tangential shear of
the galaxies with respect to the center of the camera. The

Fig. 1.—(a) Plot of the apparent RC-band magnitude vs. the half-light
radius. The vertical sequence of points at rh � 0>45 (indicated by the rec-
tangle) consists of bright unsaturated stars that are used to study the PSF.
(b) Histogram of the number of objects of given rh. (c) Fraction of objects
with half-light radii larger than the PSF (dashed line). The solid line shows
the fraction of objects larger than the PSF when the total counts are cor-
rected for the contribution by stars. Objects larger than the PSF are
assumed to be galaxies, and only these are used in the weak-lensing analy-
sis. The figure demonstrates that down to R � 24, this separation selects
most galaxies, as almost all objects are larger than the PSF.
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results are presented in Figure 4a. The filled circles indicate
the average tangential distortion of the galaxies with respect
to the center of the CFH 12k camera after correction for
PSF anisotropy. These measurements agree well with the
inferred camera shear (solid line). After subtracting the cam-
era shear, we obtain the open circles, which are consistent
with no signal.

3.3. Residuals

The correction scheme developed by Kaiser et al. (1995)
has been tested extensively (e.g., Hoekstra et al. 1998; Bacon
et al. 2001; Erben et al. 2001). The assumptions that have to
be made to derive the original Kaiser et al. (1995) correction

parameters do not necessarily hold in real data; the modifi-
cations suggested by Hoekstra et al. (1998) allow it to be
applied to more complicated PSFs. This is supported by
numerous simulations that indicate that the method works
remarkably well down to the required accuracy for current
data sets.

In addition, we have tested the method using a realistic
simulation. The simulated data sets were created using the
software tools SKYMAKER and STUFF,8 which have
been described in detail in Erben et al. (2001). The simulated
galaxies have realistic profiles, with a mix of early-type and

Fig. 3.—Left: Camera distortion measured for the CFH 12k camera for run 2. The shear introduced by the camera is small, reaching a maximum value of
�1% at the edges of the field of view.Right: Camera distortion measured from the CTIO data. One of the chips was not functioning and has been omitted. The
induced shear by this camera is somewhat larger than the CFH 12k camera, but still small:�2% at the edges of the field of view.

Fig. 2.—Left: PSF anisotropy as a function of position for one of the CFHT pointings. Right: PSF anisotropy for one of the CTIO pointings. One of the
chips in the CTIO observations was not functioning and has been omitted. The sticks indicate the direction of the major axis of the PSF, and the length is
proportional to the observed ellipticity of the PSF. In order to show the higher order spatial dependence of the anisotropy, we have subtracted the average
ellipticity. The direction of the average PSF anisotropy is indicated in the top right box, and the amplitude is indicated as well. Although the PSF anisotropy
was determined from fits to the observed shapes for individual chips, the figure clearly shows a large-scale dependence.

8 See http://terapix.iap.fr/soft.
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late-type galaxies and disk/bulge ratios matched to actual
observations. The PSF is computed using realistic pupil
functions and includes all the problems encountered in real
data, such as coma, tracking errors, aberration, spider arms
from the support of the secondary mirror, etc.

The simulation is described by L. Van Waerbeke et al. (in
preparation), and here we briefly discuss the results. Van
Waerbeke used an N-body simulation to infer the corre-
sponding (cosmic) shear by means of ray tracing. Artificial
images of galaxies were sheared using these results. These
galaxies were ‘‘ observed,’’ and the final images were con-
volved with a realistic PSF. A mosaic of 900 images (corre-
sponding to �12 deg2), each with a different PSF, was given
to us. We note that the PSFs used in the simulation had
worse systematics than the ones observed in the RCS data.

We analyzed these images in the same way as we have
analyzed the RCS data and measured the cosmic shear sig-
nal. In doing so, we were able to recover the input lensing
signal, which was unknown to us. We were able to recover
the signal within 10% (�1 �) of the input value. Because of
the noise introduced by the intrinsic shapes of the galaxies,
larger simulations are required to test whether we can meas-
ure the lensing signal to even higher accuracies.

We have also examined the residuals in the RCS data
after PSF correction. A useful test, although not definitive,
is to plot the average shape of the galaxies as a function of
the shape of the PSF. The results for the two components of
the shear are presented in Figure 5. Figures 5c and 5f indi-
cate that the PSF anisotropy is small for most galaxies. The
residuals presented in Figures 5b and 5e (note the different
vertical scale) are consistent with no signal. The results of
Figure 5 and the results from the simulation suggest that we
are able to measure the lensing signal to an accuracy better
than 10%.

4. COSMIC-SHEAR SIGNAL

To study the weak-lensing signal caused by large-scale
structure, we use the top-hat smoothed variance of the shear
(Bacon et al. 2000; Kaiser et al. 2000; Maoli et al. 2001; Van
Waerbeke et al. 2000, 2001). Other statistics, such as the
ellipticity correlation function (Kaiser 1992; Van Waerbeke
et al. 2001; Wittman et al. 2000) or the aperture mass statis-
tic (Schneider 1998; Schneider et al. 1998; Van Waerbeke et
al. 2001) have also been used.

Here we briefly discuss how the lensing signal depends on
the assumed cosmology and the redshift distribution of the
sources. Detailed discussions on this subject can be found
elsewhere (e.g., Schneider et al. 1998; Bartelmann &
Schneider 2001).

Given a cosmological model, the variance in the shear
caused by large-scale structure can be computed as a func-
tion of aperture size h (e.g., Jain & Seljak 1997),

h�2ið�Þ ¼ 2�

Z 1

0

dl lP�ðlÞ
J1ðl�Þ
�l�

� �2
; ð1Þ

where h is the radius of the aperture used to compute the
variance and J1 is the first Bessel function of the first kind.
The effective convergence power spectrum P�ðlÞ is given by

P�ðlÞ ¼
9H4

0�
2
m

4c4

Z wh

0

dw
�WWðwÞ
aðwÞ

� �2
P�

l

fKðwÞ
; w

� �
: ð2Þ

Here w is the radial coordinate, wh corresponds to the hori-
zon, aðwÞ is the cosmic scale factor, and fKðwÞ is the comov-
ing angular diameter distance. As shown by Jain & Seljak
(1997) and Schneider et al. (1998), it is necessary to use the
nonlinear power spectrum in equation (2). This power spec-
trum is derived from the linear power spectrum following
the prescriptions from Peacock &Dodds (1996).

The quantity �WWðwÞ is the source-averaged ratio of angu-
lar diameter distances Dls=Ds for a redshift distribution of
sources pwðwÞ:

�WWðwÞ ¼
Z wh

w

dw0 pwðw0Þ fKðw
0 � wÞ

fKðw0Þ : ð3Þ

Thus, it is important to know the redshift distribution of
the sources in order to relate the observed signal to P�ðlÞ. A
detailed discussion of the adopted redshift distribution can
be found in x 4.1. Figure 6 shows the top-hat smoothed var-
iance h�2i on a scale of 10 as a function of limitingmagnitude
of the sample of sources. To compute the signal, we used
galaxies with 20 < R < Rlim and used the photometric red-
shift distribution inferred from the Hubble Deep Field–
North and –South (see x 4.1). The top axis indicates the cor-
responding median redshift of the source galaxies.

One of the advantages of deep observations is obvious
from Figure 6: the signal increases quickly for limiting mag-
nitudes fainter than R ¼ 24 (or higher median redshift). In
addition, the number of sources increases as well, resulting
in higher signal-to-noise ratios of the measurements.

4.1. Redshift Distribution

In order to relate the observed lensing signal to physical
parameters, such as �8 or �m, knowledge of the redshift dis-
tribution of the sources is crucial. The galaxies used in
weak-lensing surveys are generally too faint to be included

Fig. 4.—(a) Average tangential distortion of the galaxies with respect to
the center of the CFH 12k camera after correction for PSF anisotropy
( filled circles). The solid line corresponds to the average tangential camera
shear. The open circles give the measurements of the galaxies after correct-
ing for both PSF anisotropy and camera distortion. The results indicate
that the two steps in the correction have worked well. (b) Number of gal-
axies as a function of radius used to produce (a).
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in redshift surveys, and little is known about their redshift
distribution from spectroscopic studies.

Compared to the other, deeper cosmic-shear studies, our
analysis has the major advantage that the redshift distribu-
tion of the sources we use is better known. Down to a limit-
ing magnitude of RC ¼ 24, the redshift distribution has
been determined spectroscopically by Cohen et al. (2000),
although this survey is limited to a relatively small patch of
sky and is likely to suffer from cosmic variance.

In addition, the galaxies are larger, which is demonstrated
in Figure 1: down to RC ¼ 24, the galaxies are easily sepa-
rated from the stars. This has the advantage over deeper sur-
veys (in which the fainter galaxies have sizes comparable to
the PSF) in that selecting objects larger than the PSF does
not change the redshift distribution significantly. Even for
the worst seeing images considered here (�1>1), the stars
are well separated from the galaxies forRC ¼ 24.

Photometric redshift studies, in particular those based on
the Hubble Deep Fields (e.g., Fernández-Soto, Lanzetta, &
Yahil 1999; Chen et al. 1998), have also provided important
information. The results of Hoekstra et al. (2000) have dem-
onstrated that they generally work well. However, Hoekstra
et al. (2000) noted a difference between the redshift distribu-
tions inferred for the northern and the southern field, and
such field-to-field variation is not unexpected. However,
currently little is known about the amplitude of such varia-
tions, andmore studies are required to constrain the redshift
distributions of these faint galaxies.

In order to minimize the contribution of cosmic variance
to the redshift distribution, we use the photometric redshift

Fig. 5.—(a) Plot of h�1i for the galaxies with 20 < R < 24 as a function of the value of the ellipticity component e1 of the stars used to correct the galaxies.
The results show the expected strong correlation. (b) Average �1 after correction for PSF anisotropy (note the vertical scale has been expanded with respect to
[a]). (c) Number of galaxies with a given value for e1 of the PSF. (d )–( f ) Same as (a)–(c), but for �2. The residuals are consistent with no signal, demonstrating
that the correction for the PSF anisotropy has worked well.

Fig. 6.—Expected variance induced by large-scale structure in an aper-
ture of radius 10, as a function of limiting magnitude of the source galaxies.
To derive these results, we used source galaxies fainter than R ¼ 20 and
assumed perfect shape measurements. The results for the SCDM (�m ¼ 1,
�� ¼ 0, �8 ¼ 0:5, � ¼ 0:5: solid line), OCDM (�m ¼ 0:3, �� ¼ 0,
�8 ¼ 0:85, � ¼ 0:21: dashed line), and �CDM (�m ¼ 0:3, �� ¼ 0:7,
�8 ¼ 0:9, � ¼ 0:21: dotted line) are shown. The cosmic shear signal
increases rapidly with increasing limiting magnitude, or increasing median
redshift (as indicated by the top axis).
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distributions from Fernández-Soto et al. (1999) and Chen et
al. (1998) to compute the predicted lensing signal for a given
cosmology (see Fig. 2 from Hoekstra 2001 for the resulting
redshift distribution). To do so, we have to take into
account that the uncertainty in the shape measurements
depends on the apparent magnitudes (and thus on the red-
shifts) of the sources: the contribution of distant, small,
faint galaxies (with noisy shape measurements) to the mea-
sured lensing signal is smaller compared to that from
brighter galaxies.

This is illustrated in Figure 7. Figure 7a shows the
expected (based on modeling of deep number counts), the
observed (galaxies for which shapes could be measured),
and the effective number counts (dotted line) as a function of
apparent magnitude. The effective number density takes
into account the uncertainty in the galaxy shapes and gives
a good indication of which galaxies contribute most to the
measurement of the lensing signal. Based on the results dis-
played in Figure 7, we decided to use galaxies with
20 < RC < 24 for the lensing analysis.

The relative weight (normalized to unity for bright gal-
axies) as a function of magnitude is shown in Figure 7b. This
weight function is simply the inverse square of the uncer-
tainty in the shape measurement (see Hoekstra et al. 2000
for details) and reflects the fact that the shape estimates of
faint galaxies are more noisy. We derive the ‘‘ effective ’’ red-
shift distribution using this weight function. This effective
redshift distribution is used to compute the predicted lens-
ing signals discussed in x 5.

5. RESULTS

5.1. Observed Signal

In this section we present the measurement of the weak-
lensing signal caused by large-scale structure using the top-
hat smoothed variance of the shear. This statistic has been
used by other groups to detect the cosmic-shear signal (e.g.,
Bacon et al. 2000; Kaiser et al. 2000; Maoli et al. 2001; Van
Waerbeke et al. 2000, 2001). The top-hat smoothed variance
is fairly insensitive to errors in the analysis because residual
shears are added in quadrature. Consequently, the observed
signal can always be considered as an upper limit, because
residual errors always increase the variance. However, the
results presented in Figure 5 and the simulations discussed
in x 3.3 indicate that we can measure the shapes of the gal-
axies accurately.

As was found by Van Waerbeke et al. (2000), close pairs
of galaxies can introduce an excess signal, because of over-
lapping isophotes. We therefore remove pairs with a separa-
tion of less than 2>16 (which corresponds to 10 pixels for the
CFHT data and 8 pixels for the CTIO data). This lowers the
signal at small scales (�20% for an aperture of radius 10).
We note that on these scales, intrinsic alignments can also
be important. To compute the top-hat smoothed variance,
we use the practical estimators given in VanWaerbeke et al.
(2001).

Figure 8 shows the top-hat smoothed variance as a func-
tion of scale for both the CFHT data (filled circles) and the
CTIO data (open circles) using galaxies with 20 < RC < 24.
The error bars are estimated from a large number of ran-
dom realizations of the data set in which the orientations of
the galaxies were randomized.

Note that the measurements at various scales are strongly
correlated, and this causes all the CTIO measurements at
large scales to be higher than the CFHT results. The results
obtained from the two different telescopes agree very well
with one another. Because the systematics for the two data
sets are different, this excellent agreement demonstrates that
the various observational biases have been removed success-
fully.

Another useful test is to compare the signals from the
individual patches. Figure 9 displays the top-hat smoothed
variance of the shear for an aperture of radius 2<5 (in which
the signal-to-noise ratio is highest) for the 13 observed
patches. The measurements for the individual patches agree
with the ensemble average.

It is also important to examine the correction for the cir-
cularization by the PSF, because it determines the ampli-
tude of the signal. To do so, we computed the variance on a
scale of 2<5 for each pointing and looked for a correlation
with seeing. The results show no trend with seeing.

Figure 10 shows the measurement of the top-hat
smoothed variance for the full weak-lensing data set . The
signal-to-noise ratio of our measurements is very good,
reaching a maximum of�6 at a radius of 2<5.

For comparison, the predictions for three different cos-
mological models are also shown in this figure. All three
models are good fits to the data, indicating the need for
additional observational constraints (e.g., x 5.2).

It is difficult to compare our measurements directly with
most other studies, because of the difference in the source
redshift distribution (caused by the difference in filters and
integration times). However, we can compare directly with
the results from Bacon et al. (2000), who have used a similar

Fig. 7.—(a) Observed number density of galaxies (i.e., galaxies for which
shapes could be determined) as a function of apparent RC magnitude (solid
line). The expected number density (based onmodeling of observed number
counts) is indicated by the dashed line. (b) Weight (based on the uncertainty
in the shape measurements; see Hoekstra et al. 2000) multiplied by the com-
pleteness fraction as a function of apparent magnitude. The product of the
number of galaxies and the weight gives a good indication of the relative
contribution to the lensing signal (dashed line in [a].) The result shows that
most of the signal comes from galaxies around RC ¼ 23:5. The vertical
dashed lines indicate the region 20 < RC < 24, the range of apparent mag-
nitudes for the source galaxies we use in the lensing analysis.
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cut in apparent magnitude. Bacon et al. (2000) find a var-
iance of h�2i ¼ ð24� 7Þ � 10�5 in 80 � 80 cells. This scale is
similar to a radius of �40, for which we find
h�2i ¼ ð2:8� 0:5Þ � 10�5. Our signal is much lower than
their result. Bacon et al. (2000) note a residual correlation
between the shape of the PSF and the galaxies (their Fig. 7),
and this might explain their increased variance. We note
that because of the large error bar on the measurement of
Bacon et al. (2000), the results are consistent at the 3 � level.

5.2. Constraints on Cosmological Parameters

As described in x 4, the predicted amplitude of the top-hat
smoothed variance depends on the various cosmological
parameters and therefore provides a powerful method for
constraining these parameters. Unfortunately, several
degeneracies exist (e.g., Bernardeau et al. 1997; Jain &
Seljak 1997). These studies show that the amplitude of the
signal is mainly determined by a combination of �8 and �m,
although the shape parameter C (��mh in a CDM cosmol-
ogy) is also important.

As demonstrated by VanWaerbeke et al. (2001), it is pos-
sible to partially break the degeneracy between �8 and �m if
priors on the shape of the power spectrum are assumed. The
value of �� can be constrained by combining the measure-
ments of the lensing signal for sources at different redshifts,
using the fact that the angular diameter distances depend on
��. The combination of the weak-lensing measurements
and the constraints from studies of the fluctuations of the
cosmic microwave background will provide much stronger
constraints of the parameters, as the combination will break
the degeneracies.

Here we use the measurements of the top-hat smoothed
variance to find constraints on �m and �8. We assume that
the measurements follow a normal distribution. We com-
puted the covariance matrix from a large number of random

Fig. 8.—Top-hat smoothed variance of the shear as a function of aper-
ture radius. The filled circles indicate the measurements based on 16.4 deg2

of CFHT data, and the open circles correspond to the analysis of 7.6 deg2

of CTIO data. For display purposes, the CTIO points have been offset
slightly in radius. Note that the measurements at various scales are strongly
correlated, and this causes all the CTIO measurements at large scale to be
higher than the CFHT results. The results obtained from the two different
telescopes agree well with one another.

Fig. 9.—Top-hat smoothed variance of the shear for an aperture of
radius 2<5 for the 13 observed patches. The shaded region corresponds to
the 1 � limits around the average. The measurements for the individual
patches agree well with the average, indicating that the cosmic variance is
small.

Fig. 10.—Measurement of the top-hat smoothed variance (excess var-
iance caused by lensing by large-scale structure) using galaxies with
20 < RC < 24. The data consist of 16.4 deg2 of CFHT data and 7.6 deg2 of
CTIO data. The drawn lines correspond to the best-fit SCDM (�m ¼ 1,
�� ¼ 0, � ¼ 0:7, �8 ¼ 0:31: solid line), the best-fit OCDM (�m ¼ 0:3,
�� ¼ 0:0, � ¼ 0:21, �8 ¼ 0:86: dashed line), and the best-fit �CDM
(�m ¼ 0:3, �� ¼ 0:7, � ¼ 0:21, �8 ¼ 0:81: dotted line) models. We fixed
h ¼ 0:7, which gives a high value for C for the SCDMmodel. Without addi-
tional constraints on the cosmological parameters, the lensing results are
consistent with a wide range of cosmological models. The error bars are
estimated from a large number of random realizations of the data set in
which the orientations of the galaxies were randomized. Note that the
points at various scales are strongly correlated. Under the assumption that
the lensing structures are halfway between the observer and the sources, we
have indicated a scale of 1 h�1

50 Mpc.
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realizations of the data, thus including the survey geometry
in the noise correlation.

We compute the model predictions using equation (3),
under the assumption that � ¼ 0:21 and using the effective
redshift distribution discussed in x 4.1. We use this value for
C to allow for a direct comparison with the results from Van
Waerbeke et al. (2001). The predictions are compared with
the observations, and the likelihood for the combination of
�m and �8 is computed. The results for models with �� ¼ 0
are presented in Figure 11. The contours indicate the 68.3%,
95.4%, and 99.7% confidence limits on the two parameters
jointly.

The results for the �m þ �� ¼ 1 model are presented in
Figure 12. The best-fit value for �m is lower than for the
OCDM model, but no strong constraints on �m and �8 can
be placed. Allowing for larger values (� � 0:7), the good-
ness of fit for high-�m models is comparable to that of low-
�m models. We note, however, that studies of the galaxy
correlation function suggest values for � ¼ 0:1 0:3 (e.g.,
Dodelson et al. 2001).

The best-fit �CDM cosmology yields �8 ¼ 0:81þ0:14
�0:19 (95%

confidence; � ¼ 0:21). For the best-fit OCDM model, we
obtain �8 ¼ 0:86þ0:14

�0:17 (95% confidence). Van Waerbeke et
al. (2001) find �8 ¼ 0:99þ0:08

�0:10 (95% confidence) for an
OCDMmodel, which is in fair agreement with our result, in
particular when the uncertainty in the redshift distribution
used by VanWaerbeke et al. (2001) is taken into account.

To investigate the agreement between the CFHT and
CTIO data, we also compute the best-fit values for �8 for the
two data sets. We obtain �8 ¼ 0:84� 0:09 (68% confidence)
for the CFHT data and �8 ¼ 0:76� 0:12 (68% confidence)
for the CTIO data. The values agree well, and the probabil-
ity of finding a smaller difference is 40%.

The RCS probes a different redshift range than the study
presented by Van Waerbeke et al. (2001). Although both
results are based on the same correction scheme, there are
many differences in the various steps in the analyses. Thus,
the agreement found here suggests that accurate measure-
ments of cosmic shear can be made.

6. CONCLUSIONS

We have analyzed �24 deg2 of RC-band imaging data
from the Red-Sequence Cluster Survey to study the weak-
lensing signal caused by intervening large-scale structure.
To minimize the effect of cosmic variance, the measure-
ments have been obtained from 13 patches that are widely
separated on the sky. We have used data from two different
telescopes: �16.4 deg2 of CFHT data and �7.6 deg2 of
CTIO data. We have detected the signal with high confi-
dence on scales ranging from 10 to 300 using galaxies with
20 < RC < 24.

Because of the various observational distortions that
need to be corrected for, a careful analysis of the residuals is
important. The results suggest that we have successfully cor-
rected for the systematics. In addition, we have compared
the measurements from CFHT and CTIO and have found
excellent agreement.

Compared to other studies of cosmic shear, the RCS
imaging data is relatively shallow. This has the disadvantage
that the lensing signal is low. However, the galaxies are
larger (which results in smaller corrections for the PSF), and
the redshift distribution is known fairly well (which is
important for determining cosmological parameters).

Intrinsic alignments of galaxies contaminate the lensing
signal. This is particularly important for lensing studies that
use low-redshift galaxies. The median redshift of our sample
of sources is�0.5, and predictions of the contribution of the
intrinsic alignments suggest it is small for the results pre-
sented here. However, the effect of intrinsic alignments is
expected to be comparable to the error bars of the full RCS

Fig. 11.—Likelihood contours as a function of �m and �8, inferred from
the analysis of the top-hat smoothed variance.We have used only the meas-
urements at radii�10. The contours have been computed by comparing the
measurements with CDM models with n ¼ 1, � ¼ 0:21, and �� ¼ 0. The
contours indicate the 68.3%, 95.4%, and 99.7% confidence limits on two
parameters jointly.

Fig. 12.—Same as Fig. 11, but for an�m þ �� ¼ 1 CDM cosmology
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data set and eventually needs to be corrected for. The RCS
will be complemented with B- andV-band imaging that will
provide photometric redshifts for a large number of gal-
axies. With such a data set, we will be able to measure the
intrinsic alignments by selecting galaxies at similar photo-
metric redshifts.

We use the photometric redshift distribution inferred
from the Hubble Deep Fields to relate the measured top-hat
smoothed variance to estimates of cosmological parameters.
Because of degeneracies in the parameters, we can only
place constraints on �m and �8 jointly. For the currently
favored �CDM model (�m ¼ 0:3, �� ¼ 0:7, � ¼ 0:21), we
obtain �8 ¼ 0:81þ0:14

�0:19 (95% confidence), in good agreement
with the results from VanWaerbeke et al. (2001).

The RCS data and the observations used by Van Waer-
beke et al. (2001) are quite different, and the weak-lensing

analyses are also somewhat different. Thus, the agreement
found here suggests that accurate measurements of cosmic
shear can be made.
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