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Abstract. We describe data reduction and analysis of fluctuationssicéismic far-IR background (CFIB) in observations with
the Multiband Imaging Photometer for Spitzer (MIPS) instant 16Qum detectors. We analyzed observations of an 8.5 square
degree region in the Lockman Hole, part of the largest lawisimapping observation with this instrument. We measthred
power spectrum of the CFIB in these observations by fittingwes law to the IR cirrus component, the dominant foreground
contaminant, and subtracting this cirrus signal. The CFé®gr spectrum in the range2arc mirr < k < 0.5 arc mirr? is
consistent with previous measurements of a relatively 8aigonent. However, we find a large power excess atdowhich

falls steeply to the flat component in the rang83arc min® < k < 0.1 arc mirr!. This lowk power spectrum excess is
consistent with predictions of a source clustering “signeit This is the first report of such a detection in the far-IR

Key words. cosmology: difuse radiation, infrared: general

1. Introduction yield a power spectrum with a log slope nedr.1 (converting

, _ e _the well-known angular correlation function resultgyvé 677
The difuse cosmic far-IR background emission (CFIB) is beffom, e.g., Connelly et al. 2002, to a power spectrum slope)

lieved to be due to the ensemble emission from galaxies t§Qq 1 the clustering of the galaxies, plus a flat component fr

faint to be resolved; the spectrum, intensity, and flucaretiof - pisson intensity fluctuations. Perrotta et al. (2003) gsdaky
the CFIB across the sky therefore contain information atiaut population models and number counts across the IR bands to

distribution of ga}Iaxy emission in space and time. Fgr-llﬁmu predict the power spectrum in detail: a ldvexcess < 0.2
ber counts require that rapid evolution takes place in IRemy, mirr1) above the Poisson component is predicted for the

ting sources (e.g. Matsuhara et al. 2000); CFIB fluctuatien 0170/,zm CFIB power spectrum due to source clustering.
servations, in conjunction with these number counts, giveem

detailed information on the form of the IR galaxy luminosity
function and its evolution (Lagache, Dole, and Puget 2003). Spatial fluctuations in the CFIB were first discovered with
Current models have the CFIB dominated by emission froiBO at 17Qum in a relatively small field (0.25 déglLagache &
two galaxy populations, non-evolving spirals and evohsteg-  Puget 2000, Lagache et. al 2000). They have also been ditecte
bursts, with a rapid evolution of the high-luminosity se@s¢L by others in ISO fields (Matsuhara et al. 2000) and with IRAS
>3x 10" L) between z= 0 and 1. data, after re-processing (Miville-Deschenes, Lagachei§eP
CFIB fluctuations contain information on the clustering c2002). Thus far, the power spectra of the fluctuations haea be
IR emitting galaxies. Below, we use the angular power spamnsistent with Poisson distributions of sources, but éltibst
trum of intensity fluctuations (power v& in inverse angle of these measurements with ISO, the fields have been too small
units) to measure the structure in these fluctuations. AsBais to accurately measure and remove the cirrus contribution in
distributed field of sources of the CFIB would yield a flat arerder to observe the predicted clustering (Lagache & Puget
gular power spectrum. A distribution of IR emitting galexie2000). The Multiband Imaging Photometer for Spitzer (MIPS)
equivalent to that observed with optical galaxy surveysldouinstrument (Rieke et al. 2004) has observed much largesfield
than Lagache & Puget (2000) with low IR cirrus emission that
Send gfprint requests toB. Grossan, Bruc&rossan@Ibl.gov are ideal for the study of fluctuations of the CFIB.
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Table 1. Reduced MIPS Map Fields

Field RA2 Dec Area  Square Aréa ISM Backgnd Tot. Backgnd  Tot. Backgnd
-Predicte& -Predicte& -Measureé-
(J2000) (J2000)  (déy (deq) (MJy/sr) (MJysr) (MJysr)
First Look Survey (extragalactic) 17:18:00+59:30:00 4 4.02 2.4 4.4 6.23 [5.86]
SWIRE Lockman Hole 10:47:00  58:02:00 14.4 8.47 11 3.6 A4581F

aPosition of Field Center,

bArea of square subsection of map used in our analysis.

®Mean interstellar medium (ISM) or total background estiedaat 16Qum by SPOT for epoch of observation.

dMedian of reduced map.

®Values in brackets are for theéfset-corrected maps (see section 2.3); this process isteotied to determine an improved absolute flux
measurement. Note that for the version 10 BCD data, the meg&ackgrounds for the FLS and SLH maps were 7.4 and 5.5k Jg-
spectively.

In this paper we used data from the MIPS array with seng: Map Observations and Reduction
tivity centered at 16(xm and a bandpass ef35 um, the most
sensitive instrument to date in this wavelength range divér- 2.1 Observations
ification region of the extragalactic First-Look Survey &
approximately 15% of the CFIB is resolved into sources at 1
um (Frayer et. al 2006) with MIPS, so the remaining 85% unr
solved extragalactic emission actually dominates sourds-e
sion. (Note that larger MIPS survey regions discussed hare h
shorter integration times and are expected to resolve sbate
less of the CFIB; e.g. Dole, Lagache & Puget 2003.) At
um, approximately 35% of the CFIB is resolved in the extr ’ . . .
galactic FLS with MIPS, so studying the identified sources di "€ maps were made in scanning observation mode, with
rectly yields somewhat more information at that wavelengti{1® MIPS arrays performing simple back-and-forth scans. At
The characteristics of the sky at 1 are relatively favor- the end of each scan (exceptin a small fraction of the déte), t
able for the study of the CFIB. Population models show that RPinting was stepped by (14276") in the cross-scan direc-
observations near 166n, the same distribution of sources thaion in the SLHFLS surveys (nominally just under half the 160
make up the CFIB is also responsible for the fluctuationsen tM array width ~9.25 pix, for the SLiAnominally 85% of the
CFIB ( Dole, Lagache, & Puget 2003); studying the fluctual-ﬁoﬂm detect(_)rW|dth ~17.25 pix for the FLS). All SLH scan- _
tions therefore allows us to learn about the galaxies that efdind observation sequences, or AORs, were performed twice
the CFIB, even though the majority of these sources are B@ck-to-back. (The basic unit of planned observation dgtiv
faint to study directly. At 16@m the zodiacal emission is muchWith Spitzer is an AOR, or Astronomical Observing Request.
weaker relative to the unresolved CFIB than at shorter waJ@ere we refer to the series of actions by the observatory, and
lengths. The SPOT observations planning tool provided by tHi€ associated data, as the AOR for brevity.) A simple repre-
Spitzer Science Center (SSC) predicts that at the time of m&§ntation of the scan pattern is given in Fig. 1 for both maps.
of the MIPS Lockman Hole observations, the zodiacal light in
tensity at 16Qum was about 0.9 times the CFIB intensity; ab , |, ment Behavior - Challenges with Ge detec-
70 um it is 29 times the CFIB intensity. Finally, contnbutlonsors
from the cosmic mrfmicrowave background are also small a

160 um compared to measurements in the sub-mm and MfRe MIPS camera 16@m measurements are made via a
bands. stressed Ge:Ga detector array. The response of these detec-
tors is measured frequently using flashes (“stims”) fronghtli

In order to take advantage of the capabilities of MIPS fa@ource within the camera at a regular period. Ge detecters ar
CFIB fluctuation studies, we have undertaken a program to setbject to random and/flnoise components, including gain
duce and analyze the largest low-background fields obserdkidt, and “memory” dfects, which are extremely fiiicult to
by the instrument. This paper describes offorts to con- model and correct. (The so-called memofieet refers to de-
struct and analyze these large 160 Spitzer MIPS maps usingtector responsivity changing as a function of the historfuof
power spectrum analysis. The basic characteristics of tiye nthe detector has been exposed to.) In practice, drift and-mem
observations that we analyzed are given in Table 1. The aimy effects are mostly, but not perfectly, corrected. In more typ-
of this project is to produce a new measurement of clusteringal observations of sources, using scanning or rapid chgpp
very different from those obtained in the optical, to be used techniques, the rapid appearance and passing of the saarces
better understand galaxy and structure formation; we aieo aa given detector pixel limits drift and memoryfects to those
to produce better power spectra to further constrain gdlaxy associated with short time constants. The stims do a goaafjob
minosity functions and evolution models. tracking the detector response on short time scales, araha st

&? of this writing, the largest contiguous low-cirrus fieldtlv

gpod coverage is the SWIRE Lockman Hole field (SLH). We

also reduce the First Look Survey (FLS) extragalactic figid,

first released, for comparison. As can be seen in Table I, the

SLH field is considerably lower in interstellar medium (ISM)
ckground (IR cirrus emission; as known from IRAS and Hl

Jnaps prior to observations) and larger in area.
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Table 2. SLH Data and Zero Point Constarits

AOR Key  Offset(MJysr)

5177088
5177344
5179136
5179392
5179648
5179904
5180160
5180416
5180672
5180928
5181184
5181440
5184768
5185024
6592512
6592768
6593536
6593792
6594048
6594304
6595072
6595328
6596096
6596352

-0.0410045
0.0838553
-0.0582686
0.0984183
0.0494460
-0.0894248
0.0509532
-0.0097748
-0.0789033
0.0552630
0.0140596
-0.0669587
-0.0396491
-0.1431260
0.0085684
-0.1241370
0.0775429
-0.0734718
-0.0432453
0.0090445
0.0809884
-0.0681358
-0.0501895
-0.0108055

7770368 0.4639960
7770624 0.3312270

9628672
9628928
9629440
9629952
9630208
9630464
9630720
9630976
9631744
9632000
9633280
9633536
9633792
9634048
9634304
9634560
9634816
9635072

0.0402081
0.0327531
-0.0725303
0.0269623
-0.0331634
-0.0134986
-0.0330788
-0.0005323
0.0146916
-0.0804646
-0.0644805
0.0322532
-0.0983279
0.1191300
-0.0092235
0.0412873
0.0012663
-0.0397363

a Variance with dfsets: 239335. Variance withouffsets: 244011.
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Fig. 1. Scan Patterns. A simple representation of the scan patern,
line connecting each pointing of the camera sequentialygiven
above for both fields. Part (a) shows the scan pattern foriteelfook
Survey (FLS) Extragalactic Field. Note that all scan patlesciose to
parallel, even those in the verification region (repeatesknlations
denoted by denser region at center). Part (b) shows the Lackinle
(SLH) Scan Pattern. Note that all scan paths are close tdigleaa-
cept for those in the validation region (repeated obseymattdenoted
by dense region of paths at approximately 45 degrees toyeaths,

at upper middle of figure).

that the instrument is not optimized for background observa
tions, we shall demonstrate below that the problems adsokcia

b These two AORs are from the validation scans, taken irffardi  with our data are manageable, and a great deal of information

ent epoch from the rest of the data, when the estimated zddight

contribution was 0.22 MJgr lower.

is available in these maps.

2.3 Basic Map Reduction

dard reduction described in the Spitzer Science CenterYS3i start with BCD or Basic Calibrated Data from the SSC
Data Handbook yields excellent results for both point sesircpipeline reductions (See Gordon et al. 2005 and MIPs Data
and bright extended sources. The MIPS Ge detectors are iHahdbook). We began our reduction by following the proce-
optimized for background observations, however. Here lonigres listed in the Data Handbook for reduction of extended
time constant fiects (“slow response behavior”) can complisources, but found that modifications were required (desdri
cate the reduction and interpretation of the data. Below, Wwelow).

describe modifications to the Data Handbook procedures that Our co-added maps, which have pixels of the nominal cam-
we found necessary to obtain good results. Despite that fach pixel size, give the average of the flux measurementsstios
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Uncorrected Map Sub-Section Folded Raw Timelines
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Corrected Map Sub-Section Fig. 3. Stim Latents. The data from threef@irent detector pixels are
200 gl "R W ; z 406 shown folded at the stimulator flash period. To show posdibie-
dependence of the phenomenon, the fiy8tdf the data were repre-
Sl sented by a cross, the second third by a diamond, and the Hiingl t
. Ty by afilled circle. The time bin after the stim flash (which oexin bin
_ 0 in the figure) is almost always high in almost all channelhiete
-t e data are from AOR 5177088.) The variation within an AOR is Bma
= _ 466 2 compared to the other sources of deviation in the data. T$porse
2 oo 2 for a given detector pixel is also consistent betwedfedint AORs
> -0 2 (with a well-defined average and some variation fdfedent input
_ 451 E sky). However, each detector pixel has it's own charadiefmiesponse
: s curve, hence our independent correction for each pixel.
50 g _ 4.
_ 4.36
! = : - 4.29 ered in AORs 9632512 and 9832256. These data have high
O oo noise and so were not used in our map, leaving a small rect-
X (pix) angular region without data, which we refer to as the “win-

Fig.2. Stim Latent Correction. The two figures show a small subqoW - These data sets clearly dominated our rms noise map,

section of the co-added SLH map. The top figure shows the uanFSCHbed below, with a_med|an rms of 0.33 Wlyn these re_—
rected sub-section, which has regular, bright horizontadds (per- gions vs. 0.23 MJr typical of the rest of the map. (The noise

pendicular to the scan direction) which dominate the stmectThese @lS0 had unusually strong structure in the scan directio.)
bands are due to the stim laterffezt. The bottom figure shows the@lso excluded data from PID81, which were taken witffied

corrected sub-section; the bands have been completelyveshiny ent instrument settings (including stim period) and weré no
the correction process. The intensity scale (linear, StJygiven at appropriate to combine with the rest of our data. Table 2gjive
the right side of the figure is the same for both images; théi@paa list of AORs which identify the data used. In the FLS map,
scale markings on the bottom and left sides of the figure awmiits || data were used.

of instrumental pixel widths. All data from every field shoaetsame Stim Correction In both “raw” maps (direct co-adds of

effect. A 5 P'Xel boxcar smooth has been applied to |mprovet§zlanBCD), obvious parallel bands can be seen perpendiculaeto th
for publication. .

scan pattern (See Fig. 2). These correspond to the framess tak

just after the stim flash response measurements; fieetds
6qferred to as a “stim-flash latent”. The stim flash itselfewc
%§rily contributes to memonyflects in the detectors, as would
any illumination. Theseféects depend on the integrated illumi-
nation history, not just the instantaneous brightnesiAlgh

sion 11, which includes previously embargoed datSome the flash is very bright compared to typical source and back-

data covering our selected fields was excluded from our anaqgound fluxes, it is very short in duration, producing smadl |

sis due to data quality or instrument settings. In the SLHsna[EJgrated fluence, and so causes °.”'y a ;r_nall memoegte
a rectangular patch of sky near.) = (163.5, 57.6) is cov- nfortunately, the small stim latent is significant commbi®

the faint CFIB.

1 In our initial reductions and pre-publication versionstistpaper, Figure 3 shows BCD light curves from the observations of
the data were processed by the SSC pipeline version 10. Teiowve the SLH field at 16Qum (AOR 5177088) folded at the stim pe-
11 data show improved quality. riod. Here, each period of data was divided by the medianeof th

to each pixel center. No re-sampling of the maps and no dist
tion corrections have been applied at this time because &ve
interested in structures much larger than the camera pieel s

Data Selection This work includes data from pipeline ver-
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data during that period in order to remove variations of h)es 3
level during the observation. As can be seen in the figure, for

a given pixel, the behavior is fairly consistent within aglan 25
AOR, but individual pixels can be significantlyftérent from

each other. Examination of all such response curves améng al 20
AORs shows that the behavior follows normal statisticalasar

tion expected for varying input sky, with awell-definedage N 15
for every time bin for every pixel. We therefore applied agén

stim latent correction to all data, but with a separate aioa 10
for each pixel. In most pixels, the residudllext is 10% - 20 %

in the time bin or DCE after the stim flash, much greater than 5
the error bars from the variation in sky flux (3-5%; see Fig. U omd . 1 .
3). The correction is simply the inverse of the folded and nor 05 04 -03 02 01 00 01 0.2
malized timelines. A comparison of the sky maps made with ) ) ) ’ ) ) ) )
and without the stim-flash latent corrections, shown in Big. Median AOR-Map Deviation (MJy/Sr)
is dramatic. The dominant structure in the raw map, the lines 30
made by the stim-flash latents, has been removed.

Illumination correction The Spitzer Data Handbook rec- 25
ommends that an illumination correction be made for extdnde
source observations. We therefore performed correctiamis s 20
lar to those for CCD flat correction. We found the median value
for each detector over a large set of data; this median “ithagd 15
was then normalized, and all data in the sample were then di-
vided by the median image. The standard deviation of thd pixe 10
corrections was typically 7%. We tested making fiedent il-
lumination correction for each scan (i.e. correcting orig t 5
data between each change of scan direction, as recommended Dl . .
in the Data Handbook), an_d algo using thle same correction for 05 04 0302 -01 00 0.1 0.2
an entire AOR. If an illumination correction were beneficial ) L
we would expect that the rms deviation between repeated mea- Median AOR-Map Deviation (MJy/Sr)

surements of the same sky would decrease. In both CasesI':igjo4 SLH Median AOR Deviation. In part a), above, the histogram
significant decrease in rms deviation was achieved. of median deviation (median of datamap) for each AOR in the SLH

map is shown. The two outliers are 770624 and 770368, thaatain
region scans-0.34,-0.48). In part b), below, on the same horizontal
scale, the histogram of residual median deviations is gfuenafter

the optimal set of fisets was added to the data). The addfdets

In our initial co-added maps, regions associated with argivg .o the distribution much more narrow. The two outlying®are
AOR appeared to have discontinuous flux on the borderse@am AORs 770624 and 7703680,08,~0.11).

regions covered by other AORs. On further investigation, we
found that this was reflected in a systematic discrepancy be-
tween measurements of the same sky position durifigreli
ent AORs. This can easily be seen in the histogram of median
AOR data-map deviation. (We define the deviatiimof each

measurement in a given AOR at a sky location(i) to be We used numerical techniques to find the minimum vari-
the diference between that measurement and the map atdhee (of repeated observations of the same sky pixel) set of
location of the measurement, 6= fi(r(i)) - map((i)). The additive zero point constants to reduce this problem. Thefse
map value is just the average of all flux measuremeatsany minimum variance constants is given in Table 2 for our SLH
given position, map(i)) = <f(r (i))>. The median deviation for map. We note that this process changes the zero-point flux of
a given AOR is then D= mediang;) for all i in the AOR.) The the map (as noted in Table 1); while appropriate for investi-

histogram of median AOR deviation is shown in Fig. 4 for ougations of fluctuations it is not intended for correction loé t
selected data. The obvious outliers in the SLH data are frfpsolute flux zero-point of a map.

observations of the “validation region” of the survey. Tla-v Zodiacal Light N diacal liaht i lied
idation region data were taken 2003 December 9, long befgée odiacal 119 0 zodiacal ight correction was applie

| L L L D L
a) Before Correction

|

—rvr T r T r v 1r Tl
b) After Correction

2.4 Zero-Point Correction

the rest of the survey, 2004 May 4-9. According to the SSC to xcept in the correction for .aﬁidarer_n observation epoch, as
SPOQT, the level of zodiacal light is estimated to be 0.22 f&tJy theictrr:ped agove), we ﬁhg\&;n tSectlon 3 Maﬁ’ Power Spectra,
lower during the validation observations. However, theiaev atthis produces negligibietects on our resufts.

tion in the other data sets taken at the same time is apparentl Figures 5 and 6 show the SLH and FLS maps, respectively,
instrumental in nature. with all the reduction steps described thus far.
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Lockman Hole Map First Look Survey Map
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Fig.5. Full SWIRE Lockman Hole (SLH) 164n Map (Scan A
Direction Vertical). The full SLH map is shown above. The #peo- X (pix)

trusions at the upper right are the edges of the validatigiorescans, Frig 6. First Look Survey (FLS) Map (Scan Direction Horizontal) €Th
which are roughly 45from the main scans. The white rectangle indig,|| s map is shown above. The verification region, wherdiad

cates the square sub-region used in our analysis. Becatfsesifong tjonal observations were made, is a small region just belenter.
cirrus emission at the right side of the image, this regios wait- The same spatial and intensity units are used as in the piefigure.
ted from our analysis sub-region. The unnaturally smoottarggle The figure is rotated so that the scans are approximatelydil.
centered near 250, 425 is the “window” referred to in the vt in- AR boundary-related structure is evident. The overlapdiéeent
terpolated data (see text section 3.1). The x and y spai#sare in regions covered by fierent AORs is smaller than in the SLH map,
pix (15.97pix). The bar at right indicates an intensity scale, in j8dy 5nd the average number of observations per sky pixel is Jawak-
The image is rotated so that the main scans are approximaigal.  ing good dfset corrections particularly challenging. The cirrus flx i
also higher. (Because of the poor map quality and high githismap
was not used in our final CFIB spectrum or related conclusi®hs
2.5 Striping white rectangle indicates the sub-section used in the pep&ctrum

L .. . . of this region shown in Fig. 10. See text for details.)
Striping is a common problem in intensity mapping. When

a detector is moved on a contiguous path, slow changes in de-

tector response (“drift”) will result in structure in the mae- Whatever the cause(s), the residual AOR deviations we

lated to the scan pa“e”f‘ which looks like stripes. Our mag owed above (Fig. 4b) measure the lowest order (most likely
have such structure. This can be seen clearly on a compuier

screen, though it often shows up poorly in printed reproduc(-)mmant) @ect in the timeline data, a constant-per-AOR o

tions. The scans are all approximately parallel in the maps (s_et term that causes stripes. Because no statisticallifisagrt
cept for small validation regions), enhancing this stroetin .
Fig. 7 we show the SLH map smoothed at a size /@f the : . o
instrument width to emphasize thiffect; the figure has beenthe dfset-l-lke term d-omlnates the ;trlplng@ct. .
rotated so the scans are vertical, and the structure is aftie v . There is one region Whe“? S|gn|f|.cantly Ies§ striping oceurs
cal. The structure in the map looks like large blocks, théomesg in the SLH map, in the validation region (see Fig. 5 and Fig. 7)
covered by each AOR, rather than thin stripes where some scans were done at large angles to others. (Such
Monotonic drift in most detectors in the array, zero-poinﬁCans are said to be “cross-linked”, described below.)afisu

offsets in most detectors, and memoffeets can contribute to |r_15pect|0n of the maps shows the worst striping at the exirem

striping. We compared the individual detector timelinegh® ng_ht edge of the map in Fig. 5_ar_1d Fig. 7 where several of the
blil(?htest, more extended emission regions are locatedhMuc

near drift is present in the timeline data in either theivintt
ual channels or in their averages during each AOR, we assume

average of all measurements at the same map points, and0 His redion was not included in our bower spectrum analvsi
termined that there was no significant linear drift in anygbix IS Tegion w incu In our power spectru ysl

timeline. Detector memoryfEects are extremely fiicult to below, however, due to the known (a priori) high cirrus flux

test for, however, and the contribution of thifext remains which will tend to dominate th.e CFIB signal.
unknown. Detector memonyiects can cause bright extended- POWer Spectrum Analysis

emission regions to appear “smeared” across the map in gn
scan direction, resembling stripes. When the instrumeat fin’
ishes scanning a region and points to a new one, the dete@ar analysis closely follows that of Lagache et al. (2006 T

is usually annealed, and its flux history is “reset”. The backasic steps for analysis of the CFIB are: (1) A power spectrum
ground in the new region will reflect the detector’'s new higto is made from the map. (2) Noise is subtracted from the power
while in that region, which will be dierent than in surround- spectrum, and it is corrected for instrumental respon3é. @

ing regions; hence the discontinuities at the boundari¢bef local foregrounds are then subtracted to yield the powes-spe
regions covered in each AOR could be caused by memory &f:m of the CFIB. This section will cover all steps of this &kna
fects. ysis, and the results will be covered in the following settio

& Power Spectrum Calculations
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Smoothed Lockman Hole Map Lockman Hole Differential Source Counts
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Fig.7. Full Lockman Hole (SLH) Map Smoothed by2lDetector
Width (Scan Direction Vertical). This image of the map hagrbe Fig. 8. Differential Source Counts for Lockman Hole (SLH) Map. The
smoothed to enhance structure in the scan direction. Natarthhe figure shows dferential source countsNddS, whereN is the number
validation region there is significantly less “smearinginhin the rest of sources per unit area, afds source flux (in uniform 10 mJy bins).
of the map due to sampling in fiérent scan directions, i.e. cross\We requiredS > 4o for all sources. Error bars give Poisson counting
linking. The same spatial and intensity units are used dwiptevious 68% uncertainty. The vertical dashed line indicates thecgoremoval
figure. flux cut for our CFIB analysis. (See text for additional disai

all small groups of unobserved pixels with a local median of

We analyze structure using a simple two-dimensional digsp,_zerq pixel values with a center-to-center distance a0
crete Fourier Transform on square map sub-sections (shownid | \idths. These replacements had mininf&et on the fi-
Fig. 5 for the SLH map). We report only the average magnitugle, power spectrum

squared of the Fourier component&H( binnedk intervals k Source Removal We removed resolved sources from the

=(ke +ky?)"/%). We did not apodize our maps prior to POWER aps before CFIB power spectrum analysis in order to remove
spectrum analysis in order to preserve the information & the contribution of the brightest sources. We used a simple
corners. _ source-finding algorithm and aperture photometry for thialg

In order to measure the noise power spectrum, two sepaigi€qetailed studies of the sources in Spitzer L60fields, the
maps were made from the alternating (i.e. even and odd) Mggyqer is referred to, e.g., Frayer et al. (2006) and Dolé. et a
surements at each sky location. The even and odd maps We{§4). Source finding can be complicated by the background
then subtracted to make aféirence map which was analyzeqyyctyations, and following the SSC's recommended proaedur
to determine the noise power spectrum. we found and measured sources in maps made from “median-
filtered data”, &ectively removing the background before re-
duction. Here, for each BCD pixel timeline, after applying
our stim-latent correction, we then subtracted a mediae-tim
Missing Data Certain artifacts of the maps had to be “repairedine from each pixel timeline. The median timeline was calcu
before proceeding to power spectrum analysis. Our SLH fidkted with a moving window 41 DCE in extent. (The “FBCD”
map contains an approximately rectangular section, the-‘wimedian-filtered data from the SSC have the same strong stim
dow”, 0.29 x 0.63 (66 x 143 pixels) for which all AORs have residuals as the BCD data, and so were not useable.)
excessively high noise (see section 2.3). Because therégio  We used the SEXTRACTOR program (Bertin & Arnouts
cludes only a small fraction of the map area (0.18%d@gl% 1996) to find source locations (x,y), x and y sizes &), and
of our square map size), the loss of these data should haye dhixes. Aperture and color corrections were not made. Ssurce
a negligible &ect on our results. We compared several metith isophotes more than 1& (0.53 MJysr) above the lo-
ods for replacement of the data in this region: replaceméht wcal background were considered to be “detected” if they had
contiguous sections of data taken “above” and “below” the-wifour or more adjacent pixels above the threshold. The flux dis
dow, from both “sides” of the window, and finally we replacedibution of sources with measured fluxes greater than 4gime
the data with a smooth fifth order polynomial fit to the datmeasurement uncertainty is shown in figure 8.
around the window. The power spectrum results were insensi- Most of our map has 4 (nominal) MIPS passes over each
tive to the choice of replacement method (or interpolation asky pixel, however, in a small “Validation Region” another 8
der), and we finally adopted the smooth fit. passes were made. Not only does this region have signifjcantl

There are unobserved pixels in the maps; in the FLS abdariger integration time, the additional passes were maategal
1.3 %, in the SLH 3< 107 of the area in our square map waslifferent directions than the rest of the map data, which is ex-
unobserved (in addition to the missing rectangle). We ala pected to reduce systematics (see section 4.3.2). In ardesrt

3.2 Map Preparations
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I . Lockman Hole Map ] A second check on completeness comes from a comparison
108L Uncorrected Power Spectrum | of our source density with those of other measurements. For
; 0 3 our full map, for $ 100 mJy, we measure 506 sources for 61.1
i . 1 sourcegled (2.00 x 10° sourcesS r'). This number is mid-
g 10°E . 4 way between the tlierent measurements in Dole et al. (2004),
o, : B 1 which may be read directlytbtheir figure (see top of Fig. 3 in
2 I RN 1 this work; corrections for completeness were not made)jsind
< 10%L Sources __*. “Fagg 4 also consistent with Frayer et al. (2006).
E’ F Removed '-.,_” E

_ A, ] At the location of each source centroid, a circular region
103L 4 within diameter ¢pace Was replaced with local background
: & 31 values. The resulting one-dimensional source sizesnsax-
imum (s, s;), yielded good results asriace in the range
of 1.5-3.5 times the instrument full width at half maximum,

N Lockman Hlole Map |
106L N Corrected Power Spectrum | FWHMI (2.375 pix), except for sources with larger measured
: AN ] sizes, which yielded better results when the size was ttedca
i ‘\ . 1 to between 3.5 and 4.5 FWHRJiln the SLH maps only, two
5 105k \\\ 4 very large and bright sources were masked “by hand”. For
o, : o 1 each pixel in the replacement region, the median of an asnulu
> I N 1 of inner and outer diameters 3eflace aNd 4 Gepiace replaced
< 10%E é._MAAAAA& 4 the pixel value. In the end, the power spectra were inseasiti
& g Girrus s N . b o 1 to small variations in @piace and to a wide range of values of
[ Model =\ i ) ] the detection isophote threshold.
103k Q. % <
g 2 x"_.%’;\\ ‘%Jo - ] . . g . .
BN y Sub-Sample Selection The only significant exclusion in
0.01 010 ” 10 the SLH map was the region at the far right edge in Fig. 5,

which was excluded due to high cirrus. With this exception,
we analyzed the largest possible square sub-regions of each
Fig.9. Power Spectrum of Lockman Hole (SLH) Map. In the uppeap (indicated in Figs. 5 and 6). The SLH sub-sample area is
plot, open circles indicate the power spectru{k)) measured di- 8.47 deg.

rectly from the map; filled circles indicate the power spectrafter

sources with flux> 100 mJy were removed. The continuous line at

the bottom of the figure gives the measured noise spectrurtheln
lower plot, drawn on the same scale for comparison, trianigidicate
the power spectrum corrected for instrumental responseesidual

zero-point &ects. The power law fit is shown as a dashed line in the o
range of measurements where the fit is made, and its exttapola  1he power spectra of the SLH and FLS maps are shownin Fig.s

denoted by a “dot-dash” line (“Cirrus Model”). The dottedds give 9 and 10. The following features are of interest: The lowest
the two-parameter 68% (inner set) and 90% (outer set) pililyale- frequency bins look like a simple power law; in this region IR
gion for the extrapolated cirrus power. cirrus emission is known to dominate. In the mid-frequesicie
there is excess emission above this power law. This is the sig
nal due to cosmological sources. At the high frequency dved, t
: o si%nal is strongly modulated by the instrumental respouse-f
sess completeness, we compared source detections in -th|?. . .
) . X " i ion, the power spectrum of the point spread function (P$F) o
gion from maps with and without additional validation data* !
he instrument and telescope. The power spectrum of the PSF

;?:Srggsindteggit;d :;T;Pgatf?)ﬁ:a’r’v r?:;jastl\c/)vri]tr? 2te}st2]n?§tsi'c\;vﬁ;? provided by the SSC (simulated by the STINYTIM routine)
9 y P Y is shown in Fig. 11. At the highest frequencies, the signal be

creasing frequency below about 90 mJy. We therefore ChOcsoemes dominated by noise; noise power is within a factor of
100 mJy as a flux cut value that is relatively conservative n : Y
. .~ two of signal byk > 0.7 arc min- for the SLH.
terms of completeness, as well as convenient for compatison
previous measurements. FoeSL00 mJy, and requiring mea-
surements at greater than 4 sigma significance for dete&fon

sources were detected in the regular data out of 40 sourees % Sur algorithm for determining hace proceeds as follows: (1)

tegtgd Wlth.th.e a!ddltlonal validation data_ n the Same MYy, first set dpiace = S, except wheres < 1.5 FWHMi where we
Within the Ilmltat!on of small number statistics, and assugn Set depiace = 1.5 FWHMi. (2) For sources with flux 150 mJy and
the deeper map is 100% complete to 100 mJy, our source ligts 3.5 FwHMi, we truncated by settingegiace = 3.5 FWHMi. (3)
are greater than 90% complete. This serves as a rough measgf@igher flux sources with:s 4 FWHMi we used a log truncation,
of completeness, but note that detectidiceency is expected d,epjace = 4 FWHMi + 1.5 In(1+(s-4 FWHMIY2) pix. (4) All drepiace >
to vary with local background structure. 4.5 FWHMi were replaced with our maximum value, 4.5 FWHMi.

k (arc min™)

3.3 Features of the Raw Power Spectrum
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100 C T T T ]
107k °© First Look Survey Map -
3 Uncorrected Power Spectrum E ™
= 107% .
6l b ] 5
= 10 o 3 2
n E ] = -
:\; i °0°%q, ] © 10 4L -
2 105? S OOoooo 3 g
= 2 Sources ___, 00009 E —_
E’ C Removed - '\:, 1078 |
10%F '
2 Power Spectrum of Tiny Tim PSF
L 1 0—5 I I I
103 0.01 0.10 1.0
L - -1
L A First Look Survey Map - k (arc min™)
F AN Corrected Power Spectrum E . ] ]
AN ] Fig. 11. Power Spectrum of PSF. (PSF generated by the routine Stiny
[ s, ] o
_ 106 . \\\ | Tim )
% 105L - | to determine theféect on the power spectrum. We estimate that
< : o a zodiacal light contributes less than 2.5% of the spectralgro
& [ ne in any bin, with a maximum contribution at lokv
10%E -
E Cirrus ™.
C Model ™. 1 3.4.2 Stripe Reduction and Residual Stripe Effects
10%E . : : . o
: L L : ! 3 As shown in section 2.4, there are systematic deviationach e
0.01 0.10 10 AOR data set that have the character of a zero-pdisét Such
p
k (arc min™) a set of zero-point fisets might cause false structure because

the scan pattern is rather regular. We tested ffexts of such
_ _ offsets on the power spectrum by producing a known, “syn-
Fig. 10. First Loqk Suryey (FLS) Map Power Spectrum. In the UPthetic sky”, then simulating observation of this “syntioatky”,
per plot, open circles indicate the power spectruttiq) measured including the addition of noise andteets. Comparison of the

directly from the map; filled circles indicate the power dpam after . . . . .
sources with flux- 100 mJy were removed. The continuous line at th nown input synthetic sky and the resulting maps will theregi

bottom of the figure gives the measured noise spectrum. lroder 1€ SyStematicféects due to the zero-poinffeets. _
plot, drawn on the same scale for comparison, trianglesaneipower e produced our synthetic sky with a very simple Poisson
corrected for instrumental response (PSF). The power lasidtiown  distributed model CFIB+ foreground cirrus. We used an ac-

as a dashed line in the range of measurements where the fitis, méual cirrus image from ISSA plates with point sources rengove
and its extrapolation is denoted by a “dot-dash” line (“GirModel”). and re-binned to the same pixel size as in our map. This cir-
See text for additional details. Note that the much larged 8&ld had  rys foreground image has the desired -3 S|0pe spectrum, but
measurements down to smalle(Fig. 9). The power law extrapola- mych stronger cirrus than in our field. We scaled this image
tion is not much higher than the data up~{c0.09 arc min, and so j intensity such that it had the same low-k cirrus power spec
:E;%;‘: cannot be measured easily or accurately at low éeQuin .\ ampjitude as in our SLH map. We then added a Poisson
' distributed synthetic CFIB signal (i.e. with a flat power spe

trum), such that it produced the same power spectrum ampli-
3.4 Systematic Effects tude as the flat high-_frequency component of th_e SLH power

spectrum. We then simulated scanning observations, ulseng t
Below we list likely sources of systematic errors, and demogame scanning pattern as in the SLH observations, adding the
strate that all these errors are small compared to the powsfasurement noise andfsets as described for theffdirent
spectrum features we are interested in. simulations below.

Offset Correction Simulation Test: In our first test, we
essentially measure the ability of our mapmaking software t
correct for dfsets given the SLH scan pattern and measured
The zodiacal light contribution to the power spectrum at 16Wise. We started with our synthetic sky simulation and ddde
um is small compared to our CFIB fluctuation signal, and gbe same noise power as observed in the SLHtla@dctual set
we did not attempt to remove any zodiacal light signal fromf median deviations measured in the BCD d&dferent real-
our maps prior to analysis. At 160n, a simple, planar fit to the izations of the simulated observations were achieved bingdd
zodiacal background values predicted by SPOT was analyzkd set of deviations to the simulated AOR data sets irffardi

3.4.1 Zodiacal Light
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ent, randomly scrambled order (i.e. a givefset was assigned
. X . i 20 : : :

to a diferent region on th_e map), _for each realization. (We gen [ Residual Offset Response

erated these fferent realizations in order to understafigets [

similar to dfsets in a very general way.) We reduced the sim-

ulated observation data sets in the same way as our real mapsz I
fitting for zero-point dfset corrections. At this point, most of S [ + W . ]
the dfects of dfsets should have been corrected, and we expect=, N S _+ _+ 1l +_.&%W ]

little effect on the power spectrum. = o ToOToomE oo mm T T m T
Despite realistic added noise, oufset correction routine
worked well, yielding small residual deviations. The power
spectrum showed only a very smalfext due to uncorrected
offsets & 15% fork < 1 arc mirtt), negligible compared to :
the uncertainty due to the fit errors at Iéw 0.0l - ! !
Residual Offset (Stripe Effects) Simulation and 0.01 0.10 1.00
Correction: Here we observe theflfects of uncorrected k (arc min")
residual d¢fsets on the power spectrum, to match thesets
seen in Fig. 4b. Starting again from synthetic sky maps, Wég. 12. Effect of Residual @'sets on the Power Spectrum. The figure
simulated observing on the SLH scan pattern, added the s&i@/s the relativeftect of the observed residuafsets on the power
random noise power as observed in the SLH, #rel same SPECtlum. See Section 3.4.2 for details.
set of residual median deviations measured in our final SLH
map(see Fig. 4b). Analogous to the procedure abowvéertint Previous measurements of the sky on scales from arc sec-
realizations of the simulated observations were achieyed §,qs to much larger than our maps have shown that cirrus struc
adding the set of residual deviations to the simulated AQRre has a power law shape with a log slope very close to —3
data sets in a élierent, randomly scrambled order, for each '8.g., Wright 1998, Herbstmeier et al. 1998, Gautier et@82]
alization. (We generated thesdfdrent realizations in order to Kogut et al. 1996, Abergel et al. 1999, Falgarone et al. 1998)
understand féects similar to the measured residual deviationg,g very steep slope means that this structure must doengnat
in a very general way.) We reduced these simulations in the, |owest frequencies (as shown in Fig. 9). Following Légac
same way as our real maps, but of course, without correctiggy| (2000), we subtract a power law fit of the low-frequency
the residual deV|at|or_13.l Theffect on the power spectrum iSgirycture from our power spectrum in order to remove the cir-
< 25% fork <1 arc min~ (see Fig. 12). These errors are smaf{ contribution. We fit a power law function to the lowestifou
compared to uncertainties in the Idwpower law fit which ping otk in order to get a good fit of the cirrus structure in the
dominate the low- to mide CFIB measurement, discussed iRange ok where it dominates. Unlike Lagache et al. (2000) we
the next section. Below, we make use of the function in Fig. 12 ot assume a power law slope, but fit both amplitude and
to make a correction for thefect of residual deviations on theslope. Given the extensive evidence for power law cirruscstr
power spectrum, the inverse of the function in the figure. ¢, we decided to empirically determine our fit errors fitben
deviation in the log of our data from the even-weighted power
3.5 CFIB Analysis law fit. The dot?ed lines shown in the bottom plot of Fig. S_)_re-
flect our mapping of 2-¢¢? space 68% and 90% probability
The CFIB analysis requires correction of the raw map poweontours. These fit errors dominate the uncertainty in oUBCF
spectrum for potential feects due to fisets and removal of measurements at lok-The resulting CFIB fluctuation power
foregrounds. spectrum (the result of subtraction of the cirrus fit fromdbe
rected power spectrum) is shown for the SLH field in Fig. 13.
Instrumental Response Correction The sky map may be (The upper and lower error bars in the figure are the sum in
described as the convolution of the real sky and an instramherfiuadrature of the 68% upper and lower fit uncertainties a@d th
response function plus noise. The power spectrum of the sky errors in the residualftset correction.)
may therefore be derived from the instrumental power spec-
trum minus the noise power spectrum, divided by the responses asyits
function of the instrument. In the analysis below, we assumé
that the PSF dominates the instrumental response funetioh, 4.1 The CFIB Fluctuations Measurement

approximate our instrumental response function by the powe ]
spectrum of the PSF given in Fig. 11. 4.1.1 The SLH CFIB Fluctuation Spectrum

Residual Offset Correction to the Power Spectrum We The observed CFIB power spectrum is described in gross terms
also applied a correction for our residuafsets (measured as showing high power at lok decaying rapidly to~0.1 arc
residual deviations) described in Section 3.4.2. To cofi@Cc min-1, with a relatively flat region-0.2 - 0.4 arc mint. If the
these residualfesets, we divided out thefiect of these fisets  sources of the CFIB were distributed at random in space, a flat
in our simulations, the function given in Fig. 12. power spectrum would be expected. What is observed s glearl

Foreground Cirrus Subtraction different. This excess CFIB power at Idvhas been identified

hout(k)

0.5F 1

Pw/residuals(k
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figure above shows the Perrotta et al. (2003) clusteringgiied (for
Fig. 13. CFIB Spectrum from the SLH (Lockman Hole) Map. The figsources with fluxes< 135 mJy; short dash line) taken from Dole,
ure shows our noise-subtracted, instrumental responsetesidual | agache, & Puget (2003). We also show our Poisson level fiwn t
deviation-corrected CFIB spectrum of the SLH subsampliedfitir- SLH map power spectrum (the average power measured between
cles). The low-frequency power appears to fall rapidly~1 arc = 0.2 and 0.5 arc mitt, 3203 MJySr; solid line). The cirrus fore-
min~*; there is a comparatively flat region0.2 - 0.4 arc min*. The  ground structure fit from the SLH map is also shown (longehédds
error bars give the 68% probability intervals for unceraifue to the line). Following Dole, Lagache, & Puget (2003) a clusterfsigna-
cirrus power law subtraction and residual deviation cdioec The tyre” should be detectable between roughiy0.03 and 0.3 arc mir.

cirrus subtraction Uncertainty dominates at low frequThe dia- We see an excess in our SLH map power Spectrum in about the same
monds reproduce the results given in Lagache & Puget (2600k >  range k ~ 0.03 to 0.15 arc mirt (Fig. 13).

0.7 arc min* (vertical dashed line) the noise becomes within a factor
of 2 of the signal, and the PSF correction is greater thantarfa€ 10.

sured from 0.2 arc mirt to 0.5 arc min?, 3203 MJySr). (Note
as the signature of clustering of CFIB sources, discussttein that Perrotta et al. 2003 remove sources down to 135 mJy from

following section. The error bars on the lowest fiewalues are their analysis, not 100 mJy as we do here.) Looking at Fig.
large due to the finite uncertainty in the subtracted power 1al4 and following Dole, Lagache, & Puget (2003), a clustering
fit. However, the remaining points have quite reasonable u§ignature” should be detectable roughly betwee.03 and
certainties, and we concentrate on these in our discusaion0-3 arc mirr*, where the clustering power spectrum component
the largek values, the noise becomes significant and the insti§-greater than the cirrus and “Poisson” components.

mental correction becomes very large (see Fig. 9; the figure i In the grossest sense, these predictions do agree with our
cut of atk = 1.0 arc mint.) CFIB spectrum, in that there is a substantial low-to-iiek-

cess above a relatively flat high“Poisson” region, the cluster-

ing “signature”, clearly inconsistent with a Poisson dimition

of sources. In detail, however, Perrotta et al. (2003) ptedi

Perrotta et al. (2003) showed theets of predicted clustering that the power spectrum excess is almost flakfior the range
on background power Spectra, using a Sp.ismlrburst popu|a_ of 0.01 to 0.1 arc mIT'll, which is not consistent with our ob-
tion, as did Lagache, Dole & Puget (2003). Lagache, Dole g¢rvations. Our points with small error bars nlear0.045 and
Puget (2003) constructed simulations of Spitzer shallow s@-06 arc min‘ require a drop of greater than a factor of 3 in
vey observations, but distributing their galaxy populasiat Power between these bins and 0.1 arc thin

random (without clustering) for comparison. The simulasio
used a galaxy distribution (“normal” spirals evolving star-
burst galaxies) and evolution constructed to be consistéht
IR - mm source counts, with sources distributed at randonh, an These results are from a relatively simple analysis which
interstellar foreground cirrus. By comparing their simiida  explicitly assumes that the SSC PSF simulation gives the cor
of cirrus plus unclustered (Poisson distributed) galatoethe rect instrumental response function. However, it is exglgm
clustering component predicted by Perrotta et al. (200@) t unlikely that an instrumental feature would produce our ex-
were able to predict that the clustering component would bess lowk (large-scale) power. Large and medium scale power
visible as a bump above the cirrus and Poisson componentgirthe instrumental response function can only come from
the range ok = 0.04 — 0.2 arc mint. In Fig. 14 (after Dole, changes in the instrument over times comparable to observa-
Lagache, & Puget, 2003, Fig. 11) we show the theoreticat clu®on of the whole map; the camera PSF has no structure on large
tering component prediction, along with power spectrum-corscales (see Fig. psfpowspec). The map was sampled rather uni
ponents from our SLH map, the power law fit to the cirrus, arfdrmly on the large scales, with essentially the same scanni
the flat or “Poisson” component (the average flux density mearerlap, redundancy, scan speed, etc. across most of the map

4.1.2 Comparison with Predictions

4.1.3 Impact of Systematic Effects
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Table 3. Low-k Power Law Slopes sistent with those reported above. Because we did not find oth
erwise obviously anomalous behavior in the region covered
Map and Sample  Cirrus Power Law Slopée? by these data in the fierence maps, however, we judged that
SLH,corrected -3.1:0.30 elimination of these data may not be justified. We therefade d
SLH,uncorrected -3.020.29 not eliminate these data.
FLS -3.12+ 0.55

4.1.5 First Look Survey Results

a Power law fit to the first four points of the power spectrum. The FLS map power spectrum has no obvious tufn-o
from the cirrus power law until about 0.09 arc minwhereas

. . in the SLH power spectrum, the turiovas at~ 0.03 arc
Ther?‘ IS no stro_ng feature in the power spectrum (except fn-1. The diference is due to the greater strength of the
Lizm?nzziﬁz; a%t?éusrs)g;(e)rs?rgos?g;r?izggnielj:;or?ri?:fev(\ﬁnhs?ﬁmS emi;sion i.n the FLS field. The cirrtis power is more than
mental artifact. The ISO instrument (Lagache & Puget 200 5’“”‘83 higher in the FLS at tbarc mirr™ than in the SLH.
also had no features in the instrumental response in the low-
to mediumk range, and in general, such features would not lb—Fo
expected. We note that the excess clearly extends into tthe }
k region (the power is more than a factor of two above the flﬁg
region all the way up té& = 0.08 arc mint). The map contains
many samples of the associated size for nkidalues, there-
fore the measured behavior cannot be a statistical anokivaly.

The power law fit was again made from the first four bins.
wever, the field is smaller, so the first four bins are at bigh
guency than in the SLH. In this field, the power law fit
s larger uncertainty than in the SLH. Because of this farge
uncertainty, the signal in the low to midrange of interest
has large error bars, and the resulting CFIB measurement
. . is not interesting. This result is not unexpected, however:
also note that spurious artifacts generally occur at mucilem R : : . .

the combination of strong cirrus in the field (requiring very

spatial scales. small fit error for CFIB measurement), and sampling the
In section 3.4.2 we addressed the possibility that system- ; e Ping
. . . . cirrus at a highek (because the field is smaller) where the
atics with the character of an instrumental zero-poifiset

. T%FIB can interfere makes for apriori difficult measurement.
could cause erroneous structure in our power spectra. The

result of our simulations showed that after we corrected for2 c . ith Previ Result
offsets, this was a smaliffect. (Compare the magnitude of4' omparison wi revious Resuts

the excess in Flg 13 to the magnitude of the corrections %Ckground Level The SSC provides atool to Separate|y pre-
Fig. 12.) Further, we applied a correction to the spectrum fgjct the local, ISM, and extragalactic background compémen
the residual uncorrectedTeets (stripes). The consistency Ofpart of the SPOT software) incorporating HI data and IR mea-
our simulations makes us confident in this correction. In thgrements (essentially the Schlegel, Finkbeiner & Da\398).

end, however, the erroneous structure and correction tikd "results), and knowledge of the MIPS instrument. Table 1 show
effect on the results. Table 3 lists the power law fits to the SL{{at in all cases, the median total background is much higher
power spectrum with and withoutfset and residual spectralthan the prediction. It turns out that there is a known, but un
corrections, and they are essentially indistinguish@#eause documented, constant zero-point fluset of about 1 MJGr

the dominant error in the CFIB spectrum is the power lajf the MIPS 160 camera, in all modes, essentially an uncor-
subtraction uncertainty at the low to midpoints of interest, rected dark signal (Noriega-Crespo 2006). Subtractinglthe
and because the power law fit did not change, neither ®y/Sr ofset would greatly improve the agreement between
effect of the disets nor the corrections significantly changeghe SPOT predictions and the measurements. The SPOT pre-
the results in the low to mid-k pOintS of interest. The excesglctions do agree rough]y with measurements from other in-
at low to midk is simply larger than any of theséfects or struments in this wavelength regime (e.g. ISO measurements
corrections. Our main result of excess power at low to kidm the FIRBACK fields: Lagache & Dole 2001), however the
is therefore robust against such systematiieats, within our predictions are not intended to be precise and in particuitr

errors. fer the limitation of not including CFIB fluctuations.
. o CFIB Fluctuations The Lagache et al. (2000) ISO CFIB
4.1.4 Dispersion in the SLH Results fluctuation spectrum results for the ELAIS N2 field at 10

The SLH sub-sample was selected in order to avoid brigrﬁﬁamond symb_ols), with the same 100 mJy source removal, are
cirrus regions and map edges. We reduced a féigrint sub- plotted along with our results in Fig. 13. (The values weketa

sample regions of similar size within the full map (Fig. 5
which included varying amounts of bright cirrus. As the subj-
sample included more bright cirrus, we found larger unéerta
ties in the power law fits and associated larger CFIB pow
specf[rum err_or_s. All cirrus-subtracted CFIB power speate 5 Lagache & Puget (2000) did not include a cirrus-subtractetl a
consistent within errors, however. instrument-corrected CFIB spectrum for direct comparjs@mce our
We note that the two SLH validation AORs yielded th@se of the Lagache et al. (2000) CFIB spectrum in Fig. 13 . We no
largest deviation even after zero-point correction (Fidl.. 4hatessentially the same reduction is used in both papasever, dif-
Removal of these two AORs from the map yielded results coferent PSF spectra were used for instrumental correctioa LEgache

irectly from their Fig. 3.) The Lagache et al. (2000) values
re systematically higher(35% higher in the midk region),

ut given the bin-to-bin scatter,fikrences in instruments, and
réeralistic measurement and calibration uncertaiftig® agree-
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Table 4. Power Spectra Compared

ThisWork Other Work
Scut I:)O.Z—O.Sa PO.O&O.Sb M easurement PPoissonC M easurement PPoissonC M easurement PPoissonC
(mdy)  Qy?/sn) (Jy?/sr) Qy?/sr) (Jy?/sr) y?/sr)
250 3920 5341 ISO Lockmafd  1200G: 2000
100 3203 4472 ISO Marané 7400 ISO ELAIS N1 5000 ISO ELAIS N2 5000

aAverage, even weight per bin, over the relatively flat regbour spectrumk = 0.2-0.5 arc mint.
bAverage, even weight per bik,= over 0.05-0.5 arc mirt.

‘Result of Poisson sourcesCirrus Fit.

dMatsuhara et al. (2000)

€Lagache & Puget (2000)

fLagache et al.(2000)

ment is as good as can be expected. We note that the LagdeHBiscussion
et al. (2000) values are consistent with the same systenssic

toward lowk as is seen in our measurements. 5.1 Measurement of Clustering

As noted in the introduction, one may convert structure tbun

Most other works do not give a cirrus-subtracted CFli optical correlation function measurements to an intgnsi
spectrum; they only report afffective average power spectrunfluctuation angular power spectrum. The result is a power law
value, so comparisons are less straightforward. All theerottexcess at lovk due to clustering, falling to a flat Poisson com-
authors assumed the CFIB power spectrum to be flat, which penent at some highdér The Perrotta et al. (2003) prediction,
have shown is incorrect. (The average power spectrum vaiplicitly for the 170um CFIB fluctuation power spectrum,
is then dependent on the rangekobver which the average also predicts a lovk excess due to clustering. In gross detail,
is taken, and even possibly on binning.) In Table 4, we gitbis is what is observed, and is therefore no surprise. Tetisod
average values from our SLH map spectrum, as well as otlien of clustering structure is also robust because thesyst-
published measurements. Our “Poisson level” values, whiigls have been explicitly controlled: first, our simulaticsisw
we putatively identify with the relatively flat regido= 0.2-0.5 that there can be no significant low-frequency distortiortbe
arc mirrt, are much lower than any of the other values in thgower spectrum due tofiset-like dfects, and second, because
table. We also report, however, an average power over arlar§&F and other instrumental corrections are small atdow-
range ink, 0.05-0.5 arc mint. This range irk is closer to that Now let us consider the shape of the CFIB power spectrum
used in the fits of the other authors, and gives closer resuitsmore detail. Though our results are similar to the powersp
The disagreement with Matsuhara et al. (2000) in the saitiem predicted by Perrotta et al. (200B)detailour results are
region of the sky, however, is large. Such a larggedence is clearly diferent. The steeply descending Idwspectrum we
likely due to diferent flux calibrations. For the measurement®serve would be very flicult to fit to the nearly flat excess
with source removal down to 100 mJy, the agreement is betteredicted by Perrotta et al. (2003) in this region. This jrtedi
our 0.05-0.5 arc mirt value is only 11% below the valuesflatness comes from the details of the population model used
given by Lagache et. al (2000) for the ELAIS fields, thougfor the prediction: At lowk the Perrotta et al. (2003) power
~ 30% below the value for the Marano fiéldLagache & spectrumis dominated by the contribution from starbursbga
Puget 2000). None of these works, however, claims to haes, which is a nearly flat fdc < 0.1 arc mint. This prediction
addressed the background flux calibration uncertainties hafs spiral galaxies, contrarily, having a power spectrum co
their measurements. In our case, the MIPS flux calibratittibution that falls steeply witlk, precisely what is required to
continues to evolve, and is a likely source of disagreememproduce our sharply falling spectrum at léwif the power
with other instruments. spectrum contributions of the two galaxy types were coiirect
shape but not in strength, then the contribution of spiraisld/
need to be much larger than that in Perrotta et al. (2003)tabo
a factor of 7 larger. (We made a crude fit of the Perrotta et al.
2003 spiral contribution to our low-data, taking the power
spectrum values from their Fig. 7, and determined that the sp
ral contribution would need to be ¥ 2 times as great to be
consistent with our data. We fit in the rangekof 0.07 to 0.1

& Puget (2000) PSF derived from observations of Saturn wgigldi )
significantly higher values in the first three lowésvalues, but the arc mirr.) e
rest of the values would be everywhere less than 0.3 dex froget The_Perr_Otta et .al' (2003) paper has Some I'm'tat_'ons for
shown. comparison in detail to the results here. Their analysigispe

4 As explained in the previous footnote, the disagreementdmmt  fies sources removed down to 135 mJy, slightiffedent than
the ELAIS and Marano values is due, at least in part, fiecént cor- our cut at 100 mJy. The model galaxy distribution used in the
rections in these works. prediction is also not consistent with the most recent &pitz
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results. For example, their model predicts 3.90° sources strated on other types of maps (see, e.g., Miville-Deses@&n

per square degree at 50 mJy at Liny, which is in poor agree- Lagache 2005). In addition, various algorithms are avéeldy
ment with the MIPS 16@m measurement of (8:61.4)x 10° optimum statistical weighting of map data to reduce map-devi
sources per square degree (Dole et al. 2004; the uncertaatign. We found, however, that unless the deviation in thpsna

is the standard deviation of the two values measured on dife significantly reduced, these algorithms do not prodooel g
ferent fields). The log slope of M) in this region is —2.3 in results on these data.

Perrotta et al. (2003); the measurements from Dole et 040  We find that the greatest potential forimproving these mea-
have a slope of —2.0. On the other hand, the phenomenologgaiements is in acquiring new data on the SLH field in a man-
galaxy population model of Lagache et al. (2004), which hagr appropriate for background observations. The MIPSrebse
been updated to be consistent with the more recent MIPS vations are truly exceptional compared to typical backgtbu
sults, is similar in its fundamentals, i.e. starburst gesxnake observations in the degree to which “cross-linking” scaesav

up the bulk of the contribution to CFIB fluctuations and pasvoided Virtually all cosmic microwavanm background ex-
sively evolving spirals contribute most of the remainddreT periments incorporate cross-linking in their scanningtstyy.
power spectrum prediction for this updated model is notmiveSuch a strategy causes each sky pixel to be re-sampled along
however, so we do not know how this compares to our resuksignificantly diferent scanning paths on the sky. A simplified
Future work, including the following, would be a clear wayxample of cross-linking scans would be a series of two rec-
forward to finding the point of model-data discrepancy, andinear raster maps of a region oriented at 9 each other.
further refinements in our understanding: (i) calculatibthe Two sky positions measured along the same scan across the
power spectrum with the newest model (incorporating Spitzrst map would be measured onffédrent scans in the second
data), (ii) testing the model source distribution agaihstac- map. Comparison of repeated observations on the same and dif
tual source distributions in the deepest MIPS far-IR susyeyferent scans allows identification and measurement of asy sy
for each identified source type, and (iii)) using those identematics that fiect the measurementdidirently on the same
fied source types to determine relative bias (both direcitih w and diferent scans. In the general case, this technique allows
the identified sources within the survey, and indirectly By ainter-comparison of measurements made close togethenén ti
sociating a source type with the color classifications in ofi-e. on the same scan) with those made at much longer time
tical surveys). With information on source distributiomsa scales. In our case, this comparison would more clearly-iden
much lower flux, with a power spectrum calculation based ¢ify and more accurately measure the zero-pottgets. In all

an updated model, with detailed comparisons to optical,datdithe large MIPS surveys, rectangular regions of the skyewer
we will be able to better constrain the galaxy population modbserved during each AOR, and then immediately repeated on
els; adding to all these constraints the structure measmsm almost precisely the same path (with only minor exceptions)
herein will then realize the opportunity to more preciselgan The rectangular regions were oriented very nearly paradtel
sure the structure. scans were made along significantlyfeient directions (ex-

The study of structure in the distribution of IR galaxieEeDt in the very limited verification observations), andsthe

has important potential for illuminating the processes tizme €9i0ns had only small edge overlap. Cross-linking was es-

taken place since the CMB era. A valuable feature of the$ghtially minimizedin the existing surveys, permitting inter-
far-IR measurements is their virtual immunity to extinatio€@mMparison among only a small fraction of data measured on

and any extinction-related bias (unlike optical galaxystare different paths in dierent AORs. It seems clear that if cross-

measurements). Additionally, current models suggestttieat linking MIPS scans were added to existing Spitzer survey re-

source population that contributes the majority of the Fmwgions, significant improvement in the background fluctuatio
spectrum structure signal is very simple - only starburats ameasurementwould result. We proposed a program of 10 hours
IR-bright spirals contribute significantly. If these mosielre of MIPS observations to make cross-linking scans on thisssam

correct, this would also reduce problems of source-type bifé?ld during Spitzer Cycle 3. We are confident that the result-

that are present in some optical studies. Continued refinem@9 improvement in systematic error will lead to signifidgnt

of these measurements, and our knowledge of the source ppaller errors in the lovregion of interest, putting even more
ulations, will yield a useful new view of structure very muciPressure on the galaxy population models, and contributing
complimentary to that given by optical measurements. our measurement of structure in the universe as traced by far

IR emitting galaxies. Ultimately we intend that these immd
measurements will contribute to guiding our understandiing

5.2 Possibilities for Future Improvements the physics of formation of structure in galaxies, allowirgto
understand the behavior of luminous matter from the CMB era

We have corrected most of the scan-pattern related stejctuo today.

and we have shown that the residual scan-pattern related str

ture in the power spectrum is small compared to the Struc“‘&%nclusions

we have measured. However, some residual scan-pattern re-

lated structure is still present in the map, and this is thst filn this paper we presented co-added maps from two large

item we would like to improve on in future work. In termsSpitzer survey fields observed with the 180 MIPS array.

of data reduction, various frequency space filtering methobhstrumental artifacts, and artifacts related to the scatem

for removing stripes seem promising, and have been demdie. stripes) were observed, but theskeets were controlled
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in two ways: First, the artifacts were substantially redlibg Miville-Deschénes, M. A., Lagache, G., Puget, J.-L. 20824, 393,
numerically calculated corrections. Second, we carefulba- 749

sured the errors due to these artifacts by simulation: WedaddNoriega-Crespo, A., 2006, August 10, private email comatin.
artifacts, at the same intensity measured in the real desayt:  Perrotta, F. etal. 2003, MNRAS 338,623

ulated timeline data, and after the same reduction as foetile Rieke. G., etal. 2004, ApJS 154, 25

data, we compared the resulting power spectra to that ee«pxecﬁfh'i?‘g E' Jl.égFénI:)e‘;ngeD.lP., Davis M., 1998, ApJ 500, 525
Inthe end, the errors introduced into our CFIB power sp@ctru rlghtE.L, AP '
were shown to have no significarnffects on our conclusions.
We measured a cirrus power law slope of —3£10.30 in the
SLH field. Subtracting this power law yielded a CFIB spec-
trum dropping rapidly fromk ~ 0.03 arc mint, tok = 0.1 -

0.2 arc min?, and a flatter region at high&r Any assumption

of a power law cirrus component plus a flat power spectrum
from the ensemble of sources, i.e. from a random distributio
of sources, is inconsistent with our observations. Ourltgsu
are consistent with the general characteristics of priedist

of a clustering “signature” in the CFIB power spectrum, but
are steeper at low-than some predictions. This is the first re-
ported measurement of clustering derived from far-IR (B0-2
um) observations.
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